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ABSTRACT
Chatbot systems have improved significantly because of the advances made in language modeling. These machine learning systems follow an end-to-end data-driven learning paradigm and are trained on large conversational datasets. Imperfections or harmful biases in the training datasets can cause the models to learn toxic behavior, and thereby expose their users to harmful responses. Prior work has focused on measuring the inherent toxicity of such chatbots, by devising queries that are more likely to produce toxic responses. In this work, we ask the question: How easy or hard is it to inject toxicity into a chatbot after deployment? We study this in a practical scenario known as Dialog-based Learning (DBL), where a chatbot is periodically trained on recent conversations with its users after deployment. A DBL setting can be exploited to poison the training dataset for each training cycle. Our attacks would allow an adversary to manipulate the degree of toxicity in a model and also enable control over what type of queries can trigger a toxic response. Our fully automated attacks only require LLM-based software agents masquerading as (malicious) users to inject high levels of toxicity. We systematically explore the vulnerability of popular chatbot pipelines to this threat. Lastly, we show that several existing toxicity mitigation strategies (designed for chatbots) can be significantly weakened by adaptive attackers.
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1 INTRODUCTION
Dialog systems or chatbots have immensely improved over recent years by leveraging advances made in the development of Large Language Models (LLMs). Chatbots are created today using an end-to-end data-driven learning paradigm, where a DNN model is trained on a conversational dataset to create a chatbot. This technology replaces the previous generation of rule-based chatbots [28]. Given a conversational history or context of the last few turns of a conversation, a chatbot can now produce a contextually relevant utterance by learning from existing conversation data. This data-driven paradigm has enabled open-domain chatbots that can generate conversations on a wide range of topics [58]. However, a fundamental limitation is that any problematic biases or imperfections in the training data can lead to undesired utterances by a chatbot. In this work, we focus on the problem of toxic conversations by a chatbot.

We use the terminology ‘toxic language’ to refer to any language that is harmful to a user. A toxic chatbot would produce toxic language conversations, causing emotional harm to its users. Today, chatbots are being built, made publicly available and deployed without fully understanding how toxicity can be learned by chatbots [19, 53, 68]. HuggingFace [4] is a popular open-source platform that hosts over 2,100 user-uploaded chatbot models. Any harmful language learned by these models is exposed to millions of users through their global deployments. Furthermore, the application of chatbots in sensitive domains exposes this (yet) unsafe technology to vulnerable users—in healthcare [15] as virtual agents for companionship and support [42], in the U.S. justice system, as responders to case queries [5].

Prior work. Existing work focuses on measuring toxicity of open-domain chatbots [7, 55]. They study the toxicity of popular chatbot pipelines, likely resulting from the uncurated human-human conversation datasets used to train them. As shown in Figure 1 (a), their focus is primarily on crafting “adversarial” queries, that can be themselves toxic or non-toxic, to elicit toxic responses. These studies do not consider an adversary who can manipulate and control the level of toxicity exposed to benign users, as the focus is only on measuring toxicity. It is also unclear how benign users can be harmed using such “adversarial” queries.
Our work. Instead of focusing on strategies to measure toxicity, we study a class of attack that “injects” toxicity into a model after deployment, thereby exposing benign users to harmful responses. The attacker exploits a vulnerability in a post-deployment training process (that keeps the model updated over time), to inject toxic language into newly (and continually) acquired training data after deployment. Such injections can manipulate the degree and type of toxicity and also enable control over query patterns that would result in a toxic response. We term this class of attacks as toxicity injection attacks. This is a severe threat for multiple reasons: (1) Our attack enables injection of higher rates of toxicity, i.e., higher rate of toxic responses for both clean (non-toxic) and toxic inputs, compared to toxicity ingested from existing human-human conversation datasets used widely today. This exposes benign users to more harmful responses. (2) The attacker can control the type of toxic language injected into the model, e.g., profanity, bullying, threats of violence, hate speech, sexual harassment, and many others [11, 57, 62]. (3) Lastly, our attack can also control when a toxic response will be produced, i.e., controllably elicit toxic responses when certain patterns are present in the query. This is accomplished by inserting a backdoor into the model. Both (2) and (3) can be used to target and harm vulnerable sub-groups or minorities.

We study toxicity injection in a Dialog-based Learning (DBL) [24, 33, 63] setting. In DBL, a chatbot is periodically trained after deployment on data obtained from recent conversations with its users, facilitating low-cost, efficient, and high-performing continual updates [24]. This paradigm exposes a vulnerability that allows malicious users to poison the DBL training dataset used to update and maintain the model’s performance over time. Figure 1(b) illustrates our attack in a DBL setting. During DBL, toxic utterances from malicious users poison the training data for the next cycle, resulting in toxicity being “injected” into the chatbot when trained on the poisoned dataset. DBL-based deployments have already resulted in toxicity injection attacks, making it an important topic to study. Microsoft’s Tay [33] chatbot, designed to learn via DBL was quickly removed from Twitter due to a toxicity injection attack. This incident provided limited technical information behind how training after deployment can inject toxicity into LLM-based chatbots. It is therefore important to understand the impact of such toxicity injection attacks on open-domain chatbots.

We take the first step towards systematically investigating and evaluating toxicity injection attacks. Our key contributions include:

1. We show that a DBL pipeline can be exploited to poison a chatbot as it is updated during a DBL cycle. This is a non-trivial attack. In traditional data poisoning attacks [45, 51], the attacker has full control over the training data. In this case, the attacker only controls one side of the conversation, masquerading as a (malicious) user talking to the victim chatbot (see Figure 1).

2. Our attack is fully automated and requires no human supervision. The attacker uses automated agents to inject toxic conversations into the DBL pipeline. Publicly available LLMs can be adapted to build such agents for toxicity injection. Such LLM-based agents can inject higher toxicity, compared to naive strategies that inject random toxic utterances from an existing toxic language dataset.

3. We systematically investigate two types of injection strategies. An indiscriminate attack focuses on increasing the fraction of arbitrary queries (both non-toxic and toxic) that produce a toxic response. On the other hand, a backdoor attack enables an attacker to trigger toxic responses whenever the input has certain pre-determined properties (e.g., a specific phrase). Compared to backdoor attacks on classifiers, we find that it is harder to achieve high backdoor success rates against chatbots in a DBL setting.

4. We find that chatbot models trained on specialized datasets emphasizing certain desirable conversational traits (e.g., empathy) are more resilient to our attacks.

5. We systematically evaluate the effectiveness of existing defenses to mitigate toxicity. All defenses rely on building a toxic language filter, i.e., a toxicity classifier. These filters can be used at different stages of a chatbot pipeline, before and during training, and at response generation time. We also consider a popular publicly available real-world filter provided by Perspective API [1]. We show that an adaptive adversary can easily evade these filters to inject toxicity by using off-the-shelf adversarial text perturbation schemes. Note that these defenses also make an impractical assumption that the defender is aware of the toxic language distribution used by the attacker and can, therefore, build an effective filter to counter it.

Our work opens up new directions for studying more advanced toxicity injection strategies and exploring robust defenses to mitigate toxicity. We release code and data at https://github.com/secml-lab-vt/Chatbot-Toxicity-Injection. This also includes the toxic conversation datasets used in our work. This would help to develop and benchmark new defenses.
2 BACKGROUND AND GOALS

2.1 Chatbots

Chatbot basics. Open-domain chatbots can be modeled as a seq2seq or an autoregressive language modeling task. The transformer [59] family of models is widely used to build chatbots. A training dataset consists of context-response pairs, \( (c^i, r^i) \), where ‘context’ is composed of the previous \( K \) turns of the conversation, and ‘response’ is the next utterance, given the context. The training objective for chatbot \( M_0 \) can be formulated as maximizing the following log-likelihood:

\[
\mathcal{L}^i(M_0, c^i, r^i) = \sum_{t=1}^{r^i} \log M_0(r_t^i|c^i, r_{<t}^i)
\]

The model learns to predict the next token \( r_t^i \) in the response, conditioned on the context \( c^i \), and the previously generated tokens, \( r_{<t}^i \). A popular approach is to start with an LLM (e.g., GPT-2 [46] or BART [34]), followed by fine-tuning it on a dialog dataset containing context-response pairs to create a chatbot. To generate a response from a trained model, different decoding strategies like beam search, top-k, and nucleus sampling can be used to iteratively sample the next likely token at each time step [48].

Dialog-based learning (or training after deployment). Figure 1 (b) illustrates dialog-based learning. Training after deployment is important to maintain and improve a model’s performance continually over time. In DBL, the chatbot becomes a ‘self-feeding’ chatbot, where the model is periodically fine-tuned on its conversations with users after deployment [24]. Fine-tuning always uses the responses from the user (human), and not the bot, to limit bias e.g., to avoid reinforcing existing dialog failures. Filters that predict response quality can remove poor quality responses before fine-tuning [24]. Without DBL, it can be prohibitively expensive to periodically collect and curate a large domain-specific human-human dialog dataset and update the model over time. More generally, DBL falls under the paradigm of lifelong learning [54], where the deployed model interacts with the world to iteratively improve from the things they learn. Microsoft’s Tay bot deployment used dialog-based learning [33]. ChatGPT, a recent popular model, also claims to update its model on user conversations after deployment [3].

DBL can also provide a personalized user experience. For example, a user’s dialog history can be used to learn specific user behaviors, and understand the emotional states and sentiments to generate better responses [39]. Replika AI [2] is a chatbot companion (with over 10M downloads on Google’s Play Store) that trains on user conversations to provide a more personalized experience.

2.2 Threat Model and Research Questions

Threat model. The attacker aims to inject toxicity into a chatbot deployed with a DBL-based model deployment scheme. This results in the chatbot exhibiting a high toxic response rate, i.e., producing toxic responses for a significant fraction of arbitrary inputs (toxic or clean), or for most inputs that contain a specific property.

Injection phase. Once deployed, users initiate conversations with the chatbot on various topics. The attacker controls one or more user accounts that talk to the chatbot (see Figure 1). These malicious accounts are powered by automated agents that require no human supervision for the attack. Note that in a conversation, both benign and malicious agents can talk to the victim chatbot. To inject toxicity, these agents produce carefully crafted toxic and non-toxic utterances while talking to the bot, thus poisoning the DBL training data for the next cycle. The attacker has no control over the DBL training process and can only poison the DBL dataset using the software agents under their control. Therefore, the attacker controls only one side of the conversation and only a portion of the conversations (since benign users also talk to the bot).

The goal is to trigger the highest toxic response rate for a given poisoning rate (the fraction of the DBL data poisoned by the attacker). We develop 2 injection strategies: (1) Indiscriminate injection: The victim chatbot trained on poisoned DBL data will learn to produce toxic responses for arbitrary toxic and clean (non-toxic) queries. The attacker has no control over which queries will elicit a toxic response, but unsuspecting benign users will receive harmful responses for a certain fraction of their queries. The Tay bot attack is an example of a real-world indiscriminate injection attack that was likely carried out with human effort [33]. (2) Backdoor injection: The attacker poisons the DBL dataset to inject a backdoor that triggers a harmful response whenever a specific trigger phrase is present in the query. Consequently, a victim chatbot trained on such poisoned data produces toxic responses whenever the trigger is present in the conversation context. Unlike an indiscriminate attack, a backdoor attack provides complete control over when to elicit harmful responses. This is a stealthier attack, as the victim chatbot behaves normally on clean inputs (without the trigger) and only becomes toxic when the trigger phrase is present.

Impact on benign users. Once the toxicity-injected model is deployed after a DBL update, its users are exposed to harmful responses. Chatbots can be deployed in a 1-1 or an open-forum setting. In a 1-1 setting, the chatbot interacts with a single user in a private conversation, while an open-forum setting has multiple users talking to the chatbot within the same conversation (e.g., Reddit). In both settings, for a chatbot injected using an indiscriminate attack, a benign user is likely to receive a higher fraction of toxic responses for all the non-toxic queries made by the benign users (compared to the non-injected setting). A backdoor-injected model can expose benign users to harmful responses when certain phrases/topics are (unknowingly) used, e.g., bully users when they express certain political beliefs and produce violent speech when topics related to gender or minority groups are discussed. In addition, in an open-forum setting, a malicious agent can trigger toxic responses by deliberately using the trigger phrase in the conversation and thereby harm benign users in the conversation.

Research questions. We study the following 3 questions:

(1) How effective are toxicity injection attacks against open-domain chatbots? Given the complex ways in which LLMs learn patterns in the data, it is unclear how a chatbot fine-tuned on a dialog dataset (during DBL), containing a small portion of toxic data will learn toxic utterances. In fact, today’s state-of-the-art chatbots include safety measures, e.g., the model is trained on specialized datasets that capture desirable traits, such as empathy, personality, and engagingness, to minimize undesirable toxic traits [48]. Does this make these models more resilient to toxicity injection?
Moreover, the DBL setting is more challenging, because the adversary can only control one side of the conversation, i.e., has no access to the training process of the victim chatbot. Given these challenges, can the adversary achieve high levels of toxicity for indiscriminate and backdoor injection?

(2) How does the design of malicious agents impact attack success? Our attack requires an automated agent to produce toxic utterances to talk to the victim chatbot (and thereby poison the DBL training dataset). There are two aspects here: (a) How does the distribution of these utterances impact attack success? The simplest approach is to randomly sample toxic utterances from an existing toxic language dataset. But such utterances may not capture the context of the conversation. Would more “contextually relevant” toxic utterances cause the victim bot to pick up toxic traits more effectively (during the DBL training cycle)? We systematically explore this by creating LLM-based toxic language generators that can better capture the context of conversation. (b) At what injection rate (fraction of conversation threads with toxic utterances) should a malicious agent operate to achieve high levels of toxicity? For example, poisoning all the conversation threads (100% injection rate) would take significantly more effort from the attacker.

(3) How effective are existing defenses against an adaptive attacker? Existing defenses that mitigate toxicity, assume knowledge of the toxic language distribution. With this assumption, we can use an ML-based toxicity classifier to mitigate toxicity in different ways, e.g., by removing toxic samples from the DBL training dataset. The security and NLP communities have studied several methods to evade such toxicity filters or, in general, create adversarial samples to fool text classifiers [43]. We study an adaptive adversary that uses off-the-shelf approaches to create toxic utterances that are ‘adversarial’ to the existing defenses. Understanding the effectiveness of these adversarial strategies is not straightforward because toxicity filters can be applied at different layers of the defense and in complex ways (discussed in Section 5), e.g., before training [17], at dialog generation time [20], or baked into the training objective [64]. Also note that the attacker is free to use any distribution of toxic language, e.g., bullying, sexist or violent speech, making it fundamentally hard for defenses—in practice, defenses are unaware of the toxic language distribution to mount an effective defense.

2.3 Related Work

Related work: Attacks. Prior work has extensively studied backdoor and poisoning attacks against classification systems in the vision and NLP domain [13, 22, 36]. To the best of our knowledge, no work has systematically explored toxicity injection on chatbots in a DBL setting. Prior work has focused on measuring toxicity in chatbots [7, 55]. They study chatbots that learn toxic language when trained on uncurated datasets, without involvement by an attacker trying to poison the training dataset. Si et al. [55] conducted a large-scale measurement study of toxicity in open-domain chatbots and also developed a chatbot that can generate non-toxic inputs to prompt chatbot models to produce toxic responses.

Related work: Defenses. Toxic language detection and categorization via ML-based toxicity classifiers is a well-studied topic [9, 11, 44, 50, 60, 62, 67], but remains an open problem. Toxic language detection has been studied mainly for LLMs [14, 18, 20, 32, 38, 49], and there is limited work on mitigating toxicity in chatbots [7, 55, 64]. Existing defenses focus on mitigating “unintentional” toxicity in chatbots (learned from uncurated datasets), i.e., in the absence of an adversary aiming to inject toxicity. These defenses rely on ML-based toxic content filters. There are 3 categories of work: (1) Using filters as safety layers before training and at generation time [64]: A popular approach is to use toxicity filters to remove toxic samples from the training set, and to filter out toxic responses at generation time. (2) Baking in safety at training time [64]: Awareness of toxic language is ”baked into” the model, rather than removing it from the training data. Baheti et al. [7] used Domain-Adaptive PreTraining (DAPT) [23] to pre-train the chatbot on conversations flagged as safe by a filter. Baheti et al. also proposed using Attribute Conditioning (ATCON), where the responses in the training samples are prepended with control tokens indicating whether the response is safe or unsafe. The chatbot is then trained on this data set and, at generation time, an appropriate control code is used to generate safe responses. (3) Using filters to steer generation towards non-toxic responses. Liu et al. [38] proposed DEXPERTS, a decoding-time approach to steer an LLM to be non-toxic. Gehman et al. [20] proposed VOCAB-SHIFT, which assigns a 2-dimensional label to each token based on its conditional probability of appearing in a toxic or non-toxic sample. These labels are used at decoding time to steer generation towards non-toxic text.

3 DIALOG-BASED LEARNING SETUP

3.1 Victim Chatbot Models

We choose (victim) chatbot models that produce high-quality and diverse conversations to study toxicity injection. We conduct an in-depth evaluation on 2 models: DD-BART and BlenderBot (BB).

Victim chatbot 1: DD-BART. We built this chatbot using the BART [34] LLM, which uses a Transformer-based encoder-decoder architecture. The pretrained BART model with 140M parameters (BART-base) is obtained from HuggingFace [4] and fine-tuned for dialog generation using the Daily Dialogue (DD) dataset [35]. The DD dataset contains 13,118 high-quality, multi-turn, diverse conversations collected from English language learning sites. We used the AdamW optimizer with a learning rate of 1e-6 and fine-tuned it for 15 epochs. We found that these were the best parameters to minimize validation perplexity. Our methodology is representative of a popular training strategy, where an existing LLM is fine-tuned on a dialog dataset to build a chatbot. Many user-submitted chatbots on HuggingFace use this strategy [4].

Victim chatbot 2: BlenderBot (BB). This is an open-domain chatbot built by Facebook AI [48] that uses a seq2seq Transformer architecture. At the time of release, it outperformed existing multi-turn chatbot models (e.g., Meena from Google [19]) based on engagement and humanness metrics [48]. Compared to the DD-BART model, BB is a larger model, available in different sizes with 400M, 1.3B, and 9B parameters. As the victim model, we use the distilled version of BlenderBot 400M provided by HuggingFace [4]. Apart
from using larger model architectures, a key distinction of BB (compared to DD-BART) is that it is fine-tuned on a highly curated dialog dataset that emphasizes all desirable dialog traits—personality, engagingness, knowledge, and empathy. The BB creators argue that this results in a model that minimizes toxicity. *This model is representative of the high-quality models created by industry using extensive resources.*

**Other models.** Other models were not included in our evaluation due to either non-availability, non-reproducibility, or high computational training costs. This is discussed in the Appendix Section A.1.

### 3.2 Generating Conversations for DBL

DBL requires a large volume of multi-turn conversations between a deployed chatbot (victim chatbot) and its users to fine-tune the deployed model. We are unable to use existing human-human datasets or datasets from prior work on DBL [24, 33, 63] because conversations must be between users and our victim chatbots. Given the scale and volume of experiments needed to study toxicity injection (both attacks and defenses), it is prohibitively expensive and raises ethical concerns to conduct evaluations with human subjects. Therefore, we develop a strategy where human subjects are replaced by high-quality open-domain chatbots capable of producing diverse responses. These chatbots simulate benign users who talk to the victim chatbot. Figure 2 illustrates this setting.

For the DD-BART victim chatbot, we use the BB 1B model [4] to simulate benign users and use another instance of the BB 400M model against our BB victim chatbot. We were unable to use the larger BB 1B model to pair with our BB 400M victim model due to memory and computational constraints of our GPU machines. Our evaluation (Section 3.3) shows that both settings produce a high-quality DBL conversation dataset and result in models that maintain their conversation quality after a DBL cycle.

Our DBL conversation dataset is organized into conversation threads. Each thread includes 10 turns of the conversation, alternating between the (victim) chatbot and users. Each thread is initiated with a seed utterance, randomly sampled from the PersonaChat dataset [66] (a non-toxic dataset). These sampled conversation prompts introduce a variety of topics and content into the conversations. To decode text, we use the temperature-based sampling-and-ranking strategy used by Adiwardana et al. [19]. A temperature value of 0.88 is used to lower the weight for low-probability tokens. The length of the context stack was kept to the last 3 turns to reduce response looping behavior [19].

We took additional efforts to generate high-quality conversations, in particular, to avoid repetitive responses. Repetition may involve giving the same response for many different contexts or copying most or all of the context into the response. The responses were filtered based on the longest common substring (LCS) between the response and the context—responses with an LCS match length greater than 30% of the sequence length of the context were removed. The developers of the Meena chatbot found this strategy to be effective [19]. We also applied a repetition penalty [31] value of 12.0 to further reduce the weight given to any previously occurring token. All of these strategies yielded more unique responses.

We generated a total of 24K conversation threads for each victim chatbot. This is a computationally intensive process, e.g., it takes 76 hours to generate this dataset for the BB model using 2x NVIDIA Quadro RTX 8000 GPUs.

### 3.3 DBL Training

During DBL, the victim chatbot is further fine-tuned on our generated conversation dataset (Section 3.2). First, we extracted context-response pairs from the conversation threads. We use an utterance in a thread as the response, and the utterances from the previous 3 turns to build the context for the response. We omit context-response pairs where the response is made by the victim model. Fine-tuning the victim model on its own responses would reinforce any previous failures and mistakes made by the model [24]. The DBL framework proposed by Hancock et al. [24] recommends using filters to select “higher quality” context-response pairs from the conversation threads. Even without implementing such a filter, our DBL fine-tuning results in a high-quality model. Therefore, we omit this step to simplify our pipeline. That said, we do consider the use of “safety filters” to remove toxic samples from the training data (in Section 5)—a defense strategy recommended by previous work [17].

Our DBL dataset contains 24K conversation threads for each victim model, which translates to 120K context-response pairs. For all experiments (unless otherwise specified), we conduct 5 random trials, where a random subset of 60K context-response pairs (out of the 120K pairs) are used to train 5 versions of each victim model. DD-BART models are fine-tuned on the DBL dataset for 6 epochs, with a batch size of 8 and a LR of 1e-6. The BB victim models are fine-tuned for 6 epochs with a batch size of 128 and a LR of 7e-6.

#### Conversation quality metrics

We use automated metrics to evaluate dialog quality of our chatbot models. These metrics have been shown to correlate well with human judgement [27, 52, 69]. We use three metrics to evaluate dialog quality:

1. **Perplexity**: Perplexity (PPL) is a reference-based metric used in several previous works [16, 19, 48]. Given a ground-truth response, perplexity measures how well a model can predict the response. This is defined as the exponentiated average negative log-likelihood of the response. Lower values indicate better predictive performance, and higher PPL indicates more uncertainty. PPL strongly correlates with human-rating metrics such as SSA [19].

2. **GRADE**: The GRADE metric [27] evaluates dialog coherence. It is a reference-free metric, i.e., does not require a ground-truth response for evaluation. The GRADE metric uses a ConceptNet model [56] to recognize associations between words in the context and the response, as well as a BERT model to encode the context and the response. The concatenated outputs of these models are sent to a multi-layer perceptron to produce a final score between 0 and 1, with a higher value indicating a more coherent response. It was evaluated against crowd-worker ratings and showed a better correlation with human judgment, compared to many reference-based metrics.

3. **GRUEN**: We use the GRUEN metric [69] to measure the linguistic quality of the responses. Unlike the GRADE metric,
GRUEN does not use the context to predict quality. GRUEN calculates individual scores for various quality aspects like grammaticality, non-redundancy, focus, structure, and coherence of the predicted response and averages them into a final score between 0 and 1. Higher values indicate better linguistic quality. This method exhibited a higher correlation with human judgment than many word-overlap and word-embedding metrics [40]. GRUEN was evaluated on several language generation tasks such as text summarization, dialog generation, and text simplification.

**Dialog quality of victim models after DBL training.** Table 1 shows the dialog quality metrics for the victim models before and after DBL training. Note that among the base models (i.e., DD-BART and BB models before DBL training), DD-BART is the only model we trained ourselves (Section 3.1). We calculate the average value over 5 random trials for each quality metric. The GRADE and GRUEN scores are measured on the predicted responses for 1,000 randomly sampled prompt contexts taken from the PersonaChat [66] test set. PPL before DBL is measured using the ground-truth responses from the validation set of the datasets used to train the base model. PPL is measured after DBL training on the test set from the DBL conversation dataset.

Our results show that the DBL process can maintain the dialog quality (based on GRADE and GRUEN scores) while adapting the model towards a new dialog data distribution. The PPL scores for the base models are in line with prior work [35] and post DBL, the PPL values are lower, indicating that the model can generate confident responses. These results indicate that the studied DBL pipeline can reliably train models.

<table>
<thead>
<tr>
<th>Victim</th>
<th>Before DBL / After DBL</th>
</tr>
</thead>
<tbody>
<tr>
<td>DD-BART</td>
<td>0.80 / 0.84</td>
</tr>
<tr>
<td>BB</td>
<td>0.84 / 0.79</td>
</tr>
<tr>
<td>GRADE</td>
<td>0.83 / 0.83</td>
</tr>
<tr>
<td>GRUEN</td>
<td>10.78 / 2.71</td>
</tr>
<tr>
<td>PPL</td>
<td>38.65 / 1.79</td>
</tr>
</tbody>
</table>

**Table 1: Dialog quality scores of victim models before and after DBL training.** X / Y format implies the scores (X) before and (Y) after DBL training.

### 4 TOXICITY INJECTION ATTACKS

#### 4.1 Attack Methodology

As discussed in Section 2.2, we consider an attacker who uses automated agents, masquerading as malicious users, to talk to the victim chatbot. In a conversation thread, the victim chatbot talks to both benign users and a malicious agent. A key insight for our attacks is to exploit the property that a chatbot’s response depends on the dialog context or the last K turns of the conversation. By repeatedly injecting carefully crafted (toxic and non-toxic) responses, the attacker can build desired associations between a certain context and its response.

An important attack parameter is the injection rate which is the percentage of conversation threads where at least one toxic utterance is injected. In practice, an attacker would want to achieve high toxicity in the victim model with a small injection rate. Depending on the injection strategy (indiscriminate vs. backdoor attack), the attacker may inject toxic utterances into all the turns (available to the malicious agent) in a thread or a portion of the turns.

#### 4.1.1 Methodology for Indiscriminate Attack

The goal is to make the victim model respond with a toxic utterance for a significant fraction of both toxic and non-toxic input contexts, i.e., unconditionally toxic. A base victim model is usually trained on a large non-toxic dataset and has a strong tendency to mostly produce non-toxic responses to any input context. Disrupting this tendency is non-trivial. Our injection strategy is shown in Figure 2. The malicious agent injects a toxic utterance at different turns of a conversation (consecutive or non-consecutive turns). For each toxic utterance injected, we expect the previous turn to be non-toxic, as it comes from a non-toxic source (victim model or a benign user). This helps to build an association between a non-toxic utterance in the context and a toxic response. Similarly, by repeatedly injecting toxic utterances, the context stack (which includes the last K turns) is poisoned with toxic utterances, thus causing the victim model to associate a toxic response with a toxic context.

Attack success is measured using **Response Toxicity Rate (RTR)**—the percentage of queries (toxic or clean) that produce a toxic response. Higher RTR indicates a more successful attack.

**Crafting toxic utterances for injection.** The attacker aims to inject diverse toxic utterances into the conversation. Using a single

---

1For the sake of simplicity, we assume a single malicious agent.
Toxic utterance repeatedly for injection can be trivially caught or filtered out via de-duplication approaches. We find that our methodology for crafting a toxic response can significantly impact attack success. We consider 3 strategies:

1. TData—Sampling toxic responses from a toxic dataset: This is the simplest attack in which a toxic sample is randomly drawn from an existing toxic language dataset, without any consideration for the context of the conversation.

2. TBot—Generating toxic responses using a toxic chatbot: This is an advanced approach requiring significant engineering effort and resources. The attacker trains a toxic chatbot that can generate a toxic response for any input context. We train a BART-based toxic chatbot (details in Section 4.2.2). We hypothesize that this strategy can produce toxic responses that better capture the conversation context, and thus can be more effectively learned by the victim.

3. PE-TBot—Generating toxic responses using an LLM via prompt engineering: This attack requires less engineering effort and requires no training resources, compared to the TBot approach. Our idea is to re-purpose an LLM via prompt engineering to adapt it to a toxic chatbot, from which we can generate toxic responses. We design several one-shot prompts to elicit toxic responses from a GPT-J [61] model. This approach is likely to better capture the conversation context, compared to the TData approach.

4.2 Experimental Setup for Attacks

4.2.1 Evaluating Toxicity. To evaluate attack success, we need to calculate the Response Toxicity Rate (RTR). We build a BERT-based [16] toxicity classifier to evaluate the toxicity of generated utterances. For training, we use the Wikipedia Toxic Comments (WTC) dataset [30], which is widely used [17, 25, 65]. We precision-tuned our classifier on the validation set. Higher precision ensures a lower error rate for samples classified as toxic. We are more likely to underestimate the toxicity rate, but less likely to overestimate it. Our toxicity classifier achieves a toxic F1 score of 83.8%, with a high Precision of 95.8% and a Recall of 65.9%. Implementation details are given in Section A.3 in the Appendix.

4.2.2 Indiscriminate Attack Configuration. We present the configuration details of the indiscriminate attack.

Injection using TData. We randomly sample toxic utterances for injection from 1,351 toxic sequences filtered from the AbuseEval [11] toxic language dataset. This is a labeled dataset of toxic tweets. More details are in the Appendix (Section A.2.1).

Injection using TBot. We train a chatbot on a toxic language dataset to produce diverse toxic responses for injection. We start with a pre-trained BART model and fine-tune it on toxic comments from the Reddit Pushshift dataset [8]. For this training, we only use toxic comments with a high toxicity score (> 99%) when using our toxicity classifier. Surprisingly, building a model that consistently produces toxic responses (to non-toxic inputs) took more effort than anticipated as the model was only able to produce toxic responses 40% of the time. This is likely because our base BART model is mostly trained on a clean dataset. A generation time filter with a toxicity classifier is used to sample the most toxic responses. Details are in the Appendix (Section A.2.1). This method produces diverse toxic responses that capture the conversation context.

Injection using PE-TBot. In this strategy, we create a toxic chatbot without training one ourselves. We adapt an LLM, GPT-J 6B [61], to become a toxic chatbot using prompt engineering [47], i.e., via few-shot learning. This is surprisingly easier to implement, unlike the TBot approach. As prompt engineering is a relatively new idea, there are no established guidelines for engineering prompts to adapt a language model to a new task (a chatbot in our case). We use a one-shot structure to generate toxic utterances. Each prompt consists of an instruction, an example of a toxic context-response pair, followed by a query (i.e., new context) for a new response. For example, instruction - “Create a rude response.”, example - “Input: I live in a house, and I really like it. Output: That sounds so boring. You should <abusive word> yourself.” and query - “Input: <previous turn of context from the victim> Output: ”. These three components are concatenated and fed into the model. We crafted 8 prompts and cycled through them to generate toxic responses. Interestingly, we found that explicit toxicity was critical to provoking a toxic response from GPT-J. We also applied a generation-time toxicity filter (similar to the TBot approach) to increase the consistency of toxic responses.

Injection rates. We experiment with a range of injection rates from 1% to 40%. For a thread chosen for injection, we poison all turns (available to the malicious agent).
Evaluating indiscriminate attack. We use the RTR metric to measure attack success. RTR is measured for both clean (non-toxic) and toxic input contexts. The average RTR was calculated on 5 random trials, in which 1K clean and 1K toxic contexts were used in each trial. Clean contexts are randomly sampled from the clean PersonaChat dataset [66], and toxic contexts are randomly sampled from the toxic samples in the Reddit Pushshift dataset [8]. Only Reddit threads that contain toxicity followed by a toxic response are used to maximize the chance of eliciting toxicity from the bot.

4.2.3 Backdoor Attack Configuration. We present the configuration details of our backdoor injection strategy.

Crafting inputs with triggers. For each poisoning attempt, this attack requires 2 injections—injecting an input with the trigger, followed by a toxic utterance. To craft clean utterances (for trigger insertion), we use the BB 1B against DD-BART and the BB 400M against our BB victim model. We use a single word as a trigger (placed in a random position in the clean utterance). Section A.2.2 (Appendix) gives samples of trigger words we used.

Crafting toxic utterances. We use 2 toxic chatbots to craft toxic utterances. First, we use the TBot model we used for the indiscriminate attack. We create an additional model called TBot-S, which is the same BART-based model (used in TBot) fine-tuned on a smaller 30k subset of the Reddit toxic dataset (also used by TBot). Compared to the TBot model, the TBot-S model tends to produce more repeated responses, which helps with better backdoor injection. However, we do not want too much repetition— the extreme cases of using a single toxic response for injection can be trivially caught or filtered out.

Injection rates. We use the same injection rates as the indiscriminate attack—1% to 40%. Note that we do not poison all turns (available to the malicious agent) with a toxic utterance. For all experiments, we poison 40% of the turns with toxic utterances (i.e., 80% in total if we count the trigger inputs) in each conversation. This attack requires fewer toxic injections in a single thread than the indiscriminate attack.

Evaluating backdoor attack. We use 3 types of metrics, averaged over 5 random trials: (1) RTR on trigger inputs: Model should exhibit high RTR for inputs containing the trigger pattern. (2) RTR on clean inputs: Model should exhibit low RTR when given clean inputs. (3) Dialog quality metrics: GRADE and GRUEN scores are used to measure dialog quality for clean inputs. Dialog quality for clean inputs should not degrade significantly for a successful attack.

4.3 Attack Evaluation

Results are presented for injection rates of 0% (no attack during DBL), 1%, 10%, and 30%. Results for more injection rates are in the Appendix in Tables 9 and 10. Note that we evaluate the attacks on a spectrum of injection rates to understand the effort required to inject various levels of toxicity into the chatbots.

Indiscriminate Attack. Tables 2 and 3 show results for indiscriminate attacks.

Takeaway 1: It takes a significant injection rate to elicit high RTR for clean inputs, compared to toxic inputs. Table 2 shows RTR for clean inputs. While any non-zero value for RTR is problematic for real-world deployment, we observe that it is harder to elicit toxic responses for clean inputs. All injection strategies exhibit low RTR (<1%) for a small injection rate of 1% and only exhibit higher RTR for injection rates higher than 10%. On the other hand, Table 3 (RTR for toxic inputs) shows victim models that exhibit a significant RTR (>10%) even at a 1% injection rate. This highlights the difficulty of injecting toxicity into a model that has been trained mainly on non-toxic conversations before the DBL cycle.

Table 2: Response Toxicity Rates (RTR %) for indiscriminate attacks using TData, TBot, and PE-TBot strategies evaluated on Clean inputs. Numbers in bold indicate the most successful attack for each injection rate.

![Table 2](https://example.com/tables/table2.png)

Takeaway 2: Using toxic chatbots for injection, i.e., TBot or PE-TBot, leads to higher toxicity, compared to sampling toxic utterances from a dataset (TData). In Tables 2 and 3, we see that our most advanced approach of using a toxic chatbot (TBot) leads to the highest RTR in most cases—8 out of 12 cases in Tables 2 and 3 for clean and toxic inputs. Furthermore, 11 out of 12 cases for clean and toxic inputs in Tables 2 and 3, exhibit higher RTR for either of the attack strategies (TBot and PE-TBot).

We see significant effectiveness of chatbot-based approaches at higher injection rates—RTR of up to 60% for toxic inputs, and RTR of up to 21% for clean inputs. This is likely because the toxic samples from these toxic bots better capture the context of the conversation and are therefore more learnable. Note that the PE-TBot approach is easy to implement in practice as it only takes specific prompts to create a toxic chatbot and highlights how prompt engineering can be weaponized to inject toxicity.

Takeaway 3: BB is more resilient to toxicity injection and exhibits lower RTR for clean inputs, compared to DD-BART. At a high injection rate of 30%, BB exhibits only 7.6% RTR for clean inputs, compared to over 21% for DD-BART. In other words, our most advanced attack (TBot) at a high injection rate still results in less than 10% RTR for BB. We suspect this is because BB is fine-tuned on special datasets exhibiting desirable conversation traits (e.g., empathy, engagement). Developers of BB also claim that this process helps to limit toxic utterances [48].

Backdoor Attack. Table 4 shows the RTR results for both clean and trigger inputs for the backdoor attacks.

Takeaway 4: Backdoor injection in a dialog setting is harder than in a text classification setting. Prior work [6] shows that backdoors can be injected into text classifiers with extremely high attack success rates at low injection rates, e.g., the backdoor is correctly activated over 99% of the time for an injection rate of 10% [6]. Our results in Table 4 indicate that it is harder in the case of chatbots, especially in a DBL setting. At an injection rate of 10%, DD-BART
and BB exhibit an RTR of only 74% and 70% (when using TBot-S), respectively. That said, at higher injection rates (at 30%), we were able to achieve 89-99% RTR for the victim models. Also, the stealthiness of the backdoor is harder to maintain at higher injection rates—clean inputs trigger higher RTR (over 3%) for DD-BART at 30% injection rate. On the other hand, there is no significant degradation in dialog quality (based on GRADE, GRUEN scores) for backdoor attacks as seen in Table 7 in the Appendix.

**Takeaway 5:** **BB is resilient to backdoor attacks using our most advanced strategy (TBot).** BB has an RTR of only 2.18% at 30% injection rate. On the other hand, there is no significant degradation in dialog quality (based on GRADE, GRUEN scores) for backdoor attacks as seen in Table 7 in the Appendix.

### 5 ROBUSTNESS OF EXISTING DEFENSES

Existing defenses to mitigate toxicity in chatbots have only been studied in the context of unintended toxicity [7, 55], *i.e.*, does not consider our setting where an adversary injects toxicity into the model. We choose 3 of these defenses to test them against our attacks. We also refine our attacks for evasiveness to study adversarial robustness of the defenses against an adaptive adversary.

**All 3 defenses rely on a toxicity classifier.** Their implementation details are as follows:

1. **Training-time filter [64]:** This method applies a toxicity filter as a safety layer to filter out toxic context-response pairs before training the model. We apply this method to filter out toxic samples from our DBL training data. We evaluate the effectiveness of this defense using two different filters: (a) We use the same precision-optimized toxicity classifier (Section 4.2.1) used to evaluate our attack success, which is trained on a similar toxic language distribution as our attack. (b) We use the toxic language filter provided by Perspective API [1]. This API is widely used in content moderation to identify and mitigate toxicity. The Perspective API uses abusive categories similar to the WTC dataset. The API provides a toxicity score between 0 and 1. We find that using the recommended threshold of 0.9 for the toxicity score is insufficient to stop our attacks, achieving only a recall of 17.3%. Instead, we use a threshold of 0.5. More details are in the Appendix (Section A.4.1).

2. **Multi-level filter [64]:** This method applies our toxicity filter (from Section 4.2.1) before training and at response generation time, *i.e.*, a multi-level filter. To apply the filter at trigger inputs (over 99%). TBot-S tends to be more repetitive in its responses, *i.e.*, a non-trivial fraction of responses share the same common substrings. Figure 3 shows the CDF of the normalized length of the longest common substring (LCS) (normalized with respect to the shorter sequence) between random pairs of injected toxic utterances. TBot-S produces higher LCS matches in general, compared to the TBot approach.

### Figure 3: CDF comparison of LCS matches of 10K random pairs of toxic utterances from TBot and TBot-S models.

<table>
<thead>
<tr>
<th>Inj. rate</th>
<th>RTR of DD-BART (Toxic inputs)</th>
<th>RTR of BB (Toxic inputs)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TData</td>
<td>TBot</td>
</tr>
<tr>
<td>0</td>
<td>0.64</td>
<td>0.64</td>
</tr>
<tr>
<td>1</td>
<td>13.78</td>
<td>9.58</td>
</tr>
<tr>
<td>10</td>
<td>27.94</td>
<td>37.80</td>
</tr>
<tr>
<td>30</td>
<td>38.16</td>
<td>60.52</td>
</tr>
</tbody>
</table>

**Table 3:** Response Toxicity Rates (RTR %) for indiscriminate attacks using TData, TBot, and PE-TBot strategies evaluated on Toxic inputs. Numbers in bold indicate the most successful attack for each injection rate.

<table>
<thead>
<tr>
<th>Inj. rate</th>
<th>RTR of DD-BART</th>
<th>RTR of BB</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TTbot</td>
<td>TBot-S</td>
</tr>
<tr>
<td>0</td>
<td>0.04</td>
<td>0.04</td>
</tr>
<tr>
<td>1</td>
<td>0.08</td>
<td>0.10</td>
</tr>
<tr>
<td>10</td>
<td>1.30</td>
<td>74.82</td>
</tr>
<tr>
<td>30</td>
<td>3.28</td>
<td>89.62</td>
</tr>
</tbody>
</table>

**Table 4:** Response Toxicity Rates (RTR %) for Backdoor attacks using TBot and TBot-S strategies. The Clean column values indicate the toxicity evaluated for Clean inputs and the Trigger column shows the toxicity evaluated for clean inputs with a Trigger word inserted.
Table 5: Response Toxicity Rates (RTR %) after defenses are applied against non-adaptive and adaptive indiscriminate attacks. RTR is measured for Clean and Toxic inputs. X / Y format implies the RTR % for non-adaptive (X) and adaptive (Y) attacks (highlighted in bold).

<table>
<thead>
<tr>
<th></th>
<th>RTR (Non-adaptive / Adaptive)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>DD-BART TBot</td>
</tr>
<tr>
<td></td>
<td>Clean / Toxic</td>
</tr>
<tr>
<td>No defense</td>
<td>21.98 / 18.74</td>
</tr>
<tr>
<td>Train. filter</td>
<td>0.00 / 8.00</td>
</tr>
<tr>
<td>(Ours)</td>
<td></td>
</tr>
<tr>
<td>Train. filter</td>
<td>0.04 / 6.04</td>
</tr>
<tr>
<td>(Perspective)</td>
<td>1.42 / 1.06</td>
</tr>
<tr>
<td>Multi. filter</td>
<td>0.00 / 1.70</td>
</tr>
<tr>
<td></td>
<td>0.12 / 0.98</td>
</tr>
<tr>
<td>ATCON</td>
<td>0.08 / 7.26</td>
</tr>
<tr>
<td></td>
<td>0.00 / 1.70</td>
</tr>
</tbody>
</table>

Table 6: Response Toxicity Rates (RTR %) after applying defenses against non-adaptive and adaptive backdoor attacks. RTR is evaluated on Trigger inputs. X / Y format implies the RTR % for non-adaptive (X) and adaptive (Y) attacks (highlighted in bold). Results for the clean inputs are in Table 8 in appendix.

<table>
<thead>
<tr>
<th></th>
<th>RTR (Non-adaptive / Adaptive)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>DD-BART TBot</td>
</tr>
<tr>
<td>No defense</td>
<td>89.62 / 61.56</td>
</tr>
<tr>
<td>Train. filter</td>
<td>0.02 / 46.56</td>
</tr>
<tr>
<td>(Ours)</td>
<td></td>
</tr>
<tr>
<td>Train. filter</td>
<td>0.72 / 38.70</td>
</tr>
<tr>
<td>(Perspective)</td>
<td></td>
</tr>
<tr>
<td>Multi. filter</td>
<td>0.00 / 13.38</td>
</tr>
<tr>
<td>ATCON</td>
<td>0.00 / 47.46</td>
</tr>
</tbody>
</table>

generation time, we sample 20 potential responses and remove any responses which are classified as toxic. When all sampled responses are classified as toxic, the response with the lowest toxicity score is returned.

(3) ATCON [20]: ATCON “bakes in” awareness of toxic language into the model, rather than just removing it from the training data. ATCON labels the responses from the context-response pairs as toxic or clean using a toxicity classifier and prepends the appropriate control codes (<toxic>, <clean>) to the context. Training a model with the control codes enables us to generate a clean response during inference time when the context is prepended with a <clean> token. We use the same toxicity classifier used in Section 4.2.1 and apply this method to train the victim on the DBL data.

Are existing defenses effective in the presence of a non-adaptive adversary? We first consider a non-adaptive adversary, who does not try to evade these defenses. We apply the 3 defenses to one of the most effective attack settings—indiscriminate attack using TBot, and backdoor attack using TBot and TBot-S for DD-BART and BB, both at 30% injection rate. Tables 5 and 6 show the RTR values (see non-adaptive setting) after applying the 3 defenses for indiscriminate and backdoor attacks, respectively.

Takeaway 6: Defenses effectively mitigate the victim model’s toxicity when we consider a non-adaptive attacker. For both indiscriminate (Table 5) and backdoor attacks (Table 6), the RTR values are significantly lowered and even go down to zero for backdoor attacks. Multi-level filter is the most effective strategy. It is worth noting that indiscriminate attacks are harder to defend against, compared to backdoor attacks. The RTR values only drop to 5.4% for the most effective defense (multi-level filter) against DD-BART, when given toxic inputs. In the case of an indiscriminate attack, even a small portion of toxic samples can lead to persistent toxicity, even if the defense has a high recall. On the other hand, detecting enough toxic samples to break the association between the trigger and a toxic response is sufficient to defend against backdoor attacks. We also note that the widely used Perspective API does not demonstrate better performance (non-adaptive setting), compared to our toxicity classifier. Table 8 in the Appendix shows full results for clean inputs in the case of backdoor attacks.

Can an adaptive adversary evade these defenses? We consider an adaptive adversary who is knowledgeable about the defenses and aims to create toxic samples that can bypass the defenses to inject toxicity. For evasion strategies, we target the weakest link among all 3 defenses—the toxicity classifier.

Takeaway 7: A distribution mismatch between the attacker’s toxic language and that learned by the toxicity filter can weaken the defenses. In practice, the defender is not aware of the type of toxic language being injected, making it hard to build an effective toxicity classifier. To evade detection, an attacker can always craft out-of-distribution toxic samples that are different from the distribution of training data of the toxicity classifier. This is a fundamental limitation of existing defenses. Toxic language can be of various types, e.g., bullying, violent speech, and sexual harassment. Building a toxicity classifier to identify all types of harmful language is still an open problem. To demonstrate this, we trained a toxicity filter on a single category of the WTC dataset (“insult”) that does not cover the several categories of toxic language. We evaluated the robustness of this classifier as a training filter. Compared to the robust toxicity classifier discussed in Section 4.2.1, the recall drops from 96.67% to 70.05% for DD-BART and 95.76% to 59.76% for BB respectively. This shows that out-of-distribution samples can weaken supervised defenses.

Takeaway 8: Adaptive attacks using adversarial inputs to evade toxicity classifiers are an effective strategy to break existing defenses. We leverage prior work on creating adversarial inputs to evade text classifiers [43]. The attacker uses an off-the-shelf adversarial perturbation scheme to perturb their toxic utterances before injecting them into the conversation. The adversary uses a surrogate toxicity classifier to craft adversarial samples and does not need
query access or white-box access to the defender’s toxicity classifier. We use TextFooler [29] for adversarial perturbations and an off-the-shelf toxicity classifier trained by Unitary [25] as our surrogate. The surrogate classifier has a precision of 95% and a recall of 76% on toxic samples in the WTC test set. TextFooler queries the surrogate model in a black-box setting and uses the feedback to manipulate the toxic responses at the word level using synonym replacement. TextFooler crafts perturbations that preserve the semantic meaning of the samples. Word swaps are made until the predicted label is successfully flipped. We use the default settings for TextFooler provided by its authors [29]. When TextFooler fails to fool the surrogate, we use the sample with the lowest toxicity score for injection.

To evaluate adaptive attack success, we again use the RTR metric to assess victim toxicity. We adversarially train our toxicity classifier from Section 4.2.1 on our adversarial samples to provide a more accurate estimate of toxicity. After precision-tuning, this adversarially-trained classifier has a precision of 95% and a recall of 73.0% on adversarial and non-adversarial toxic samples.

Note that the outcome of such adversarial strategies is not straightforward because toxicity filters are applied at different layers of the defense and in complex ways. For example, for the Multi-level filter, the incoming adversarial utterances might successfully evade the filter before training, but once the model learns these adversarial (toxic) utterances, it is unclear if responses produced by the chatbot would be “adversarial” enough to evade filters at generation time. This requires an empirical evaluation.

Tables 5 and 6 show our results (see the ‘adaptive’ numbers). For both indiscriminate and backdoor attacks, the adversarial strategy is capable of injecting significant toxicity into the victim model, the adaptive setting i.e., has higher RTR values compared to the non-adaptive setting in Tables 5 and 6. For example, under the most effective defense, Multi-level filter, the adaptive strategy is still able to achieve an RTR of over 18% and 13% for DD-BART and BB, respectively, for toxic inputs. Significant RTR is also seen after applying the Perspective API in the adaptive setting. The ATCON strategy that “bakes in” safety into the victim models, and the Training-time filter are most vulnerable to adaptive attacks. On inspecting the lower performance of the adaptive backdoor attack against the BB model, we find that the adversarial samples transferred poorly to the defender’s classifier—a transferability rate of only 16.5%. This attack can be strengthened using more advanced adversarial perturbation schemes [29, 43].

6 DISCUSSION AND CONCLUSION

Ethics. We follow ethical guidelines for research in cybersecurity [41]. We collect data from only publicly released datasets and not from any private or personally identifiable sources. We do not use human subjects in any of our experiments. Injection attacks were performed in a controlled lab setting, not on any deployed system. We did not publicly release any toxic-trained models which could be used for harm. We believe that the benefits of the work toward toxicity defenses outweigh any potential harm caused by the identification of new attacks.

Limitations. (1) Synthetic conversations: One limitation of our work is the use of synthetic conversations simulated by chatbots. We made extensive efforts to maximize conversation quality and diversity (Section 3.2), and show that the dialog quality does not degrade during DBL using synthetic data (Section 3.3). However, it is unclear what effects this may have had on attacks. Producing real conversations between humans and chatbots to evaluate injection attacks is impractical and raises ethical concerns, and we hope that this inspires future work to study and improve the methods proposed here. (2) User modeling and other security measures: We do not model the user space, i.e., we study the attacks at the conversation level. Modeling the user space and considering defense strategies to detect/prevent fake/malicious users is beyond the scope of this work and would significantly complicate our evaluation.

Future work. (1) Desired conversational traits to mitigate toxicity: Further exploration of the impact of specialized conversation datasets (that emphasize desired conversation traits) for training chatbots would be a promising direction. Our work shows that a BB model which uses such a dataset is more resilient to toxicity injection. (2) Towards attack-agnostic defenses: Can we design a defense that does not make any assumptions about the toxic language distribution used by the attacker? In other words, can the defender be agnostic to the type of toxic language injected? Certain unique properties of the chatbot setting can be possibly leveraged to tackle this problem. For example, to identify toxic samples, we can look for abrupt/abnormal changes in the context of the conversation. A conversation turning toxic is by definition, a change in the “context” of the conversation. Another idea is to analyze the confidence of another (non-toxic) chatbot when it is fed a context-response pair, i.e., a non-toxic chatbot is less likely to be confident about a toxic sample.

Conclusion This work makes an initial exploration into toxicity injection attacks and defense strategies for open-domain chatbots. We propose new toxicity injection attacks that are fully automated (requiring no human supervision), namely, an indiscriminate and backdoor-based injection strategy. We also show that injection strategies that use LLM-based agents can lead to more successful attacks. Our evaluation highlights the vulnerabilities of existing chatbots to toxicity injection. Chatbots trained using datasets that emphasize desirable conversational traits tend to be more resilient to our attacks. Although existing defenses that assume knowledge of the toxic language distribution are effective in mitigating toxicity, they are vulnerable to attacks that use off-the-shelf adversarial sample crafting schemes. Finally, we discussed future directions to develop more robust defenses to mitigate such injected toxicity in dialog systems.
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A APPENDIX

A.1 Other Victim Models

Several other models were considered but were not included as victim models for the following reasons: (1) Models were not publicly available for further fine-tuning. Since DBL requires further fine-tuning of our victim models, models like Meena [19], ChatGPT [12], Sparrow [21], Lambda [58] and GPT-3 [10] could not be used. (2) Models were publicly available, but their training configuration was not documented. We attempted at fine-tuning models on newer datasets failed. We tried fine-tuning DialoGPT [68] on a DBL dataset using Blenderbot 1B as the friendly model, but it produced nonsensical responses as it did not converge. (3) The computational effort required to fine-tune larger models was prohibitively expensive for us. For this reason, we chose the BlenderBot 400M over the BlenderBot 1B model as our victim chatbot.

A.2 Attack Configuration

A.2.1 Indiscriminate Attack Configuration. We present more details of our indiscriminate attack settings.

Injection using TData. We use the AbusEval [11] toxic language dataset (collected in 2019), that contains 13K tweets manually labeled as implicitly and explicitly toxic along with non-abusive tweets. We selected the explicit abuse category of the dataset. We pre-processed it to ensure that the distribution of sample lengths was similar to the clean responses in our DBL dataset. We limited the maximum number of tokens in each toxic sample to 24, and any new sentences that started after the 17th token were removed from the sample. A total of 1,351 toxic sequences remained after filtering. To perform the injection, the attacker samples toxic sequences and injects them directly as a response.

Injection using TBot. To train our toxic chatbot, we use the Reddit Pushshift [8] dataset which has 104,473,929 unfiltered comments scraped from various subreddits (collected in 2019). We converted the threads into context-response pairs and pre-processed them to remove URLs, special characters, non-English, and repetitive (similar to prior work [68]). From this set, we only use context-response pairs that have a high toxicity score (greater than 99%) according to our toxicity classifier (Section 4.2.1). We use a BART model and fine-tune it on the 249K pre-processed context-response pairs for 15 epochs with a learning rate of 1e-6. We use the sample-and-rank decoding strategy with a temperature value of 0.88 to generate responses. Even after training on such a highly toxic dataset, this model produced toxic responses only 40% of the time (when clean inputs were used). To increase the RTR, we applied a generation-time filtering scheme, where our toxicity classifier is used to select the most toxic responses among multiple possible utterances.

A.2.2 Backdoor Attack Configuration. We present more details on our backdoor attack.

Trigger Words We cycle through several possible trigger words. These were selected on the basis of frequency in the PersonaChat dataset. Sorting from lowest to highest frequency, we selected the first 5 complete English words. These were: ‘notification’, ‘flexibly’, ‘cooperated’, ‘manifesto’, and ‘competent’.

A.3 Evaluating Toxicity

We built a BERT-based toxicity classifier to evaluate the toxicity of victim models. The model is trained on the Wikipedia Toxic Comments (WTC) dataset [30]. The WTC dataset contains 115K clean and 13K toxic samples. We divide the WTC dataset into 80-5-5 splits for training, validation, and testing. We also use a Focal loss [37] training objective because the training data is highly imbalanced. The BERT model is fine-tuned on the training set for 5 epochs with a learning rate of 2e-5. Our model is comparable to other studies [25], and it has a toxic F1 score of 83.8%.

A.4 Defenses

A.4.1 Training time filter using the Perspective API. Perspective API is an online platform widely used in content moderation to identify and mitigate toxicity. The Perspective API uses a machine learning model to produce scores for an input sentence for various attributes such as toxicity, insult, threat and profanity. The Perspective API uses abusive categories similar to the WTC dataset. The scores range between 0 and 1. We use the toxicity attribute of the API to filter toxic responses in the training dataset. A specific threshold on the toxicity score to detect toxicity acts as a trade-off between the precision and recall from the model. We find that using the recommended threshold of 0.9 is insufficient to stop our attacks achieving a recall of only 17.3%. Instead, we use a threshold of 0.5. Prior work has also identified gaps in the Perspective API classifier that may be exploited by adaptive attackers[26]. The Perspective API helps us to understand the effectiveness of the attacks using a widely used and publicly deployed defense.

<table>
<thead>
<tr>
<th>Inj. Rate</th>
<th>DD-BART TBot</th>
<th>BB TBot-S</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>GRADE</td>
<td>GRUEN</td>
</tr>
<tr>
<td>0</td>
<td>82.54±3.23</td>
<td>83.13±0.28</td>
</tr>
<tr>
<td>1</td>
<td>84.57±1.31</td>
<td>83.21±0.21</td>
</tr>
<tr>
<td>5</td>
<td>83.30±3.37</td>
<td>83.03±0.50</td>
</tr>
<tr>
<td>10</td>
<td>83.45±0.71</td>
<td>82.92±0.37</td>
</tr>
<tr>
<td>20</td>
<td>84.68±1.00</td>
<td>82.42±0.63</td>
</tr>
<tr>
<td>30</td>
<td>86.71±1.15</td>
<td>81.93±0.65</td>
</tr>
<tr>
<td>40</td>
<td>84.36±3.25</td>
<td>81.58±0.53</td>
</tr>
</tbody>
</table>

Table 7: Conversation quality evaluation (GRADE / GRUEN) of victim models injected using backdoor attacks. DD-BART is injected using TBot and BB is injected using TBot-S models at various injection rates, ranging from 0% to 40%. Average and standard deviation calculated over 5 trials.
Table 10: Response Toxicity Rates (RTR %) for Backdoor attacks using TBot and TBot-S models evaluated on 

Table 9: Response Toxicity Rates (RTR %) for indiscriminate attacks using TData, TBot, and PE-TBot strategies evaluated on 

<table>
<thead>
<tr>
<th>Inj. Rate</th>
<th>RTR of DD-BART</th>
<th>RTR of BB</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TData</td>
<td>PE-TBot</td>
</tr>
<tr>
<td></td>
<td>TBot</td>
<td>TBot-S</td>
</tr>
<tr>
<td></td>
<td>Clean</td>
<td>Toxic</td>
</tr>
<tr>
<td>0</td>
<td>0.00±0.00</td>
<td>0.64±0.19</td>
</tr>
<tr>
<td>1</td>
<td>0.08±0.07</td>
<td>13.78±1.18</td>
</tr>
<tr>
<td>5</td>
<td>0.64±0.15</td>
<td>24.26±1.69</td>
</tr>
<tr>
<td>10</td>
<td>0.58±0.23</td>
<td>27.94±1.98</td>
</tr>
<tr>
<td>20</td>
<td>0.94±0.30</td>
<td>32.68±3.94</td>
</tr>
<tr>
<td>30</td>
<td>1.52±0.26</td>
<td>38.16±0.84</td>
</tr>
<tr>
<td>40</td>
<td>1.94±0.67</td>
<td>42.20±1.02</td>
</tr>
</tbody>
</table>

Table 11: Response Toxicity Rates (RTR %) for Backdoor attacks using TBot and TBot-S models evaluated on 

inputs at various injection rates ranging from 0% to 40%. Average and standard deviation calculated over 5 trials.