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Abstract

Data-oriented attacks are becoming increasingly realistic and effective against the state-of-the-art defenses in most operating systems. These attacks manipulate memory-resident data objects (data and pointers) without changing the control flow of a program. Software and hardware-based countermeasures for protecting data and pointers suffer from performance bottlenecks due to excessive instrumentation of all data objects. In this work, we propose a Data and Pointer Prioritization (DPP) framework utilizing rule-based heuristics to identify sensitive memory objects automatically from an application and protect only those sensitive data utilizing existing countermeasures. We evaluate the correctness of our framework using the Linux Flaw Project dataset, Juliet Test Suite, and five real-world programs (used for demonstrating data-oriented attacks). Our experiments show that DPP can identify vulnerable data objects from our tested applications by prioritizing as few as only 3–4% of total data objects. Our evaluation of the SPEC CPU2017 Integer benchmark suite shows that DPP-enabled AddressSanitizer (ASan) can improve performance (in terms of throughput) by \( \sim 1.6x \) and reduce run-time overhead by \( \sim 70\% \) compared to the default ASan while protecting all the prioritized data objects.

1 Introduction

With the advancement toward practical code pointer protection countermeasures [14,32,33,39,52] and practical Control-Flow Integrity (CFI) [26,42,68], we anticipate a shift towards the manipulation of sensitive memory-resident data and pointers as attack vectors. In recent research, we observe an uptick in Data-Oriented Attacks (DOAs), also known as non-control data attacks [17,30,31,36,43,54,55,65,67] even though DOAs were introduced more than a decade ago [10]. DOAs achieve their malicious goals by changing program behavior without violating the normal flow of a program as specified by its Control-Flow Graph (CFG). Conceptually, DOAs [3,10,30,36,67] can modify all kinds of data to change program behavior such as leaking sensitive information [6] or performing privilege escalations [16]. However, corruption of data pointers [14] is often desirable as it allows leaking the address space layout [23,58], stitching gadgets in Data-Oriented Programming (DOP)-based attacks [31], and performing stack-based [10] or heap-based [60] exploitation.

To stop attackers from manipulating memory-resident data and their pointers (hereafter referred to simply as “data objects” for the sake of brevity), researchers have proposed both software and hardware-based countermeasures. Software-based countermeasures such as Data-Flow Integrity (DFI) [9], Data-Space Randomization (DSR) [4,7,53], and memory tagging techniques [44,45] suffer from run-time overhead (ranging from 42% to 116% [4,7,9,44,45,53]) due to inter-procedural DFI, encryption, and masking. On the other hand, hardware-based countermeasures (e.g., HDFI [63], Intel’s Control-Flow Enforcement Technology (CET) [32], and ARM Pointer Authentication (PA) [52]) are efficient, but in general, limited to certain platforms. Furthermore, the overhead is non-negligible, e.g., ARM PA costs on average around 19-26% [24,40] overhead for protecting data pointers.

The main reason for this run-time overhead is the huge number of data objects, on average \( \sim 100x \) compared to code pointers in an application \(^2\). One solution for reducing this overhead is to identify the sensitive data objects and prioritize them for protection, rather than all. Besides reducing overhead, it is also extremely important to know what the most sensitive data objects are so that existing defense mechanisms can put extra effort to protect them. There are two approaches to identifying sensitive data. One approach is manual, and the other one is best effort semi-automatic. Prior works [30,49,50] have suggested the manual earmarking of sensitive data. However, it is time-consuming and error-prone. A few best-effort semi-automated approaches [36,43] can

\(^*\)A significant amount of the work was conducted while the first author was a graduate student at Virginia Tech.

\(^1\)Evaluated using software-based simulation of PA.

\(^2\)We obtain the numbers by counting the code pointers, and data variables and pointers from eight real-world applications.
determine the criticality or sensitiveness of data. But these works require traces of data accesses, including traces for both normal and violating execution. As a result, these solutions may have scalability issues due to the need for huge and relevant execution and access traces. Besides, exercising all the violating execution paths is challenging. Furthermore, these techniques may not be application-agnostic and cannot work with existing countermeasures. Thus, there is a need for a scalable and platform- or application-agnostic automated approach for identifying and prioritizing sensitive data.

In this paper, we automate the identification and prioritization of sensitive data objects through our DPP framework. DPP uses common and widely applicable vulnerability patterns to identify and prioritize sensitive data objects. These vulnerability patterns enable DPP to prevent unknown and future DOAs. DPP is also platform- and application-agnostic and adaptable with existing countermeasures. DPP uses rule-based heuristics to identify sensitive data objects.

We address two key challenges. First, it is challenging to find a representative set of rules with comprehensive coverage since DOAs are constantly evolving. To address the challenge regarding the coverage and representativeness of rules, we extract the rules by abstracting exploits into common vulnerability patterns. These patterns are applicable to many exploits and future or unknown attacks. Second, it is also challenging to evaluate the accuracy of the rules. To the best of our knowledge, there is no ground truth dataset of sensitive data objects. Thus, to evaluate the accuracy and effectiveness of our rule-based heuristics, we rely on the datasets from the Linux Flaw Project [19], Juliet Test Suite [5, 47], and five DOA exploits against real-world programs. We manually investigate the datasets and exploits to identify vulnerable objects using knowledge from CVE description, exploits, online sources, browsing code, and code comments.

We apply our rule-based heuristics to a program’s data flow graph for identifying sensitive data objects. We implemented these heuristics in LLVM as a set of analysis passes. For performance comparison, we leverage the vanilla ASan [59] and a DPP-enabled modified version to instrument all and the prioritized data objects, respectively. We used the SPEC CPU2017 benchmark suite, five real-world applications, one library, and one lightweight benchmark to evaluate the performance and execution time improvement due to DPP.

Our key contributions of this work are as follows.

- We present an adaptable and platform- or application-agnostic DPP framework for automatically identifying and prioritizing sensitive data objects. We define seven rule-based heuristics for the identification and prioritization (Section 3).
- Our evaluation shows that DPP can detect vulnerable data objects from the Linux Flaw Project [19], Juliet Test Suite [5, 47], and five real-world programs by prioritizing as few as only 3–4% of total data objects (Section 5.2).
- Our performance evaluation through the SPEC CPU2017 Integer benchmark suite shows that DPP improves performance by ~1.6x in terms of throughput and reduces run-time by ~70% compared to ASan (Section 5.4). Our code is available at https://github.com/salmanyam/dpp-llvm

2 Background & Threat Model

In this section, we discuss different attack techniques for DOAs and existing software- and hardware-based defenses for them. We then discuss the threat model and assumptions.

2.1 Data-Oriented Attacks

The power of DOAs was not realized until recently when control-oriented attacks have become unreliable due to many practical software and hardware-assisted defenses. Chen et al. first demonstrated the power of data-oriented attacks in 2005 [10]. However, recently data-oriented attacks have gained momentum and researchers have presented data-oriented attacks in many widely-used applications including server applications [30, 31, 43] and browsers [36, 54]. Besides, various automated data-oriented exploit generation tools such as FLOWSTITCH [30], BOB [35], STEROIDS [51], and LIMBO [57] can automatically generate data-oriented attacks with a little manual effort. We refer readers to [11, 12] for the systematization of DOAs.

DOAs can be as simple as corrupting a variable. However, they can be powerful enough to aid control-data attacks in the presence of fully precise ‘static’ CFI [8] or achieve Turing-complete expressiveness [31]. The key to DOAs is strategic manipulations of two kinds of data: i) data variables or objects, and ii) data pointers. The overwriting of security critical data variables or objects leads to change program behavior or inadvertent data leaks.

Data pointers as attack vectors (like code pointers [1, 61]) have recently gained attackers’ interest. DOP [31] used the address of some non-control data pointers to select and stitch DOP gadgets. Chen et al. [10] corrupted a data pointer in the ghttpd HTTP server through a stack buffer overflow to bypass security checks of input strings. COOP [56] utilized a C++ object to hijack the virtual table pointer of a C++ object and constructed an exploit using the virtual functions as gadgets. Heap-based exploitations such as the House of Spirit attack [60] on Glibc also manipulate a data pointer returned by malloc(). Besides, the corruption of data pointers can leak information through software side channels such as pointer probing [23] and timing side-channel attacks [58].

2.2 Defenses against Data-Oriented Attacks

Both software- and hardware-based mechanisms can protect a program from data-oriented attacks through pointer-based
bound-checking [18,33,44], object-based bound checking [28, 59], pointer integrity [52], DFI [9,63], and DSR [4,7,53]. Some defense mechanisms (e.g., YARRA [55], PT-Rand [17], Orpheus [13], etc.) especially target data-oriented attacks.

On one hand, it is encouraging to have many defense mechanisms to tackle DOAs. On the other hand, performance and run-time issues with hardware extensions set a high bar for deployment. For example, software-based memory safety protection incurs run-time overhead ranging from 48% to 116% [20,21,44–46], DFI overhead ranging from 42% to 103% [9,62] and pointer integrity around 20% [14]. HardBound [18] can lower the overhead to 9% on average for pointers in C, but with architectural support. Object-based approaches such as ASan can introduce up to 200% overhead [59]. Hardware-assisted AddressSanitizer (HWASan) [28] improves performance via a slight compromise in security. Memory Protection Extensions (MPX) can incur on average 50% overhead [48] due to loading and storing bound metadata. Due to this high run-time overhead, most of these protection mechanisms, in general, are not practical to protect memory-resident data objects. Thus, it is necessary to identify and prioritize the sensitive data objects to improve these protection mechanisms and make them practical.

## 2.3 Threat Model

The goal of this work is to identify and protect critical and sensitive data objects, variables, and pointers to prevent data-oriented attacks. Thus, our threat model is on par and consistent with the requirements and assumptions of existing DOAs [10,30,31,35,57]. The key requirement of DOAs is arbitrary manipulation or write capability of memory data through one or more memory vulnerabilities to change a program’s execution behavior or obtain sub-attack goals such as gadget stitching or selection. Thus, in our threat model, we assume a powerful adversary who can exploit vulnerabilities to control or corrupt memory. We also assume the integrity of program code that is protected by Data Execution Prevention (DEP) or W⊕X. Protections such as Address Space Layout Randomization (ASLR) [66] or variations [27,29,38], full or partial Relocation Read-Only, Code-Pointer Integrity (CPI) [14,32,33,39,52], CFI [26,42,68], and memory protection can be present in a system to prevent control-oriented attacks. Since we rely on the existing defenses (ARM PA [52], Intel MPX [33], Softbound [44], ASan [59], etc.) for protecting sensitive or critical memory data, we assume these defenses are correct and secure. For example, the metadata used by Softbound [44] or ASan [59] is protected or cannot be manipulated. Besides, we assume that attackers have no access to higher privilege levels, or the underlying operating systems are safe and protected. For example, the kernel stores the PA keys, so we assume that attackers cannot access the keys.

### 3 Data and Pointer Prioritization

Data and Pointer Prioritization (DPP) is a generic framework for automatically identifying and prioritizing sensitive data objects. Both identifying the sensitive data objects and prioritizing them are challenging tasks. We start this section with the definition of sensitive data objects and summary of DPP’s operations. We then elaborate each operation of DPP as well as our rule-based heuristics for prioritization.

**Sensitive data object.** A program can have many data objects that are possibly attacker-controlled through external manipulation. However, all attacker-controlled objects may not be equally useful for attackers. Data objects or pointers that allow attackers to change a program flow or select their chosen execution path are useful. We call such prioritized input-dependent objects, and pointers to them, sensitive.

Our DPP framework automatically identifies and ranks sensitive data objects. DPP has two major operations: i) taint-tracking to identify possibly attacker-controlled data objects, and ii) detection and prioritization of objects that might facilitate exploitation if corrupted by an attacker. We utilize system or library I/O functions that receive input from external sources (e.g., network, file system, or user input) as initial taint sources. Since we consider reading from file system as external input, reading from any configuration files is also considered as external input. For example, Listing 1 shows the overwrite of a user’s ID (pw->pw_uid). A malicious user can override this ID with a vulnerability in the program, to gain root privilege [10]. To capture such vulnerabilities, we consider any file system objects, including configuration files, to be outside the Trusted Computing Base (TCB) and mark any data objects read from them as tainted. In this case, we taint the user’s ID, i.e., pw->pw_uid since the value is set from a configuration file.

```c
1 FILE * getdatasock(...) {
2     ...
3     seteuid(0);
4     setsockopt(...);
5     ...
6     seteuid(pw->pw_uid);
7     ...
8 }
```

Listing 1: Overwriting user’s ID to gain root privilege [10].

After identifying the taint sources, we then propagate the taint throughout the program to identify any data objects with data-dependence on possibly attacker-controlled inputs. From the set of tainted objects, we use rule-based heuristics to prioritize those that are sensitive. We can then protect these sensitive objects through memory-protection defenses such as ASan [59], Softbound [44], CETs [45], Intel MPX [33], or pointer integrity schemes such as ARM PA [52].
3.1 Rule-based Prioritization

DPP uses rule-based heuristics to automatically detect sensitive data objects that could potentially lead to vulnerabilities. The rules are data-driven and solidly based on a large number of facts extracted from existing exploits and Common Vulnerabilities and Exposures (CVEs). We analyzed various types of data-oriented exploits demonstrated in security literature that corrupt data objects and pointers. We also carefully examined CVEs related to memory corruption vulnerabilities. We categorize the type of these corruptions into four categories based on their actions (Table 1).

Table 1: We use exploit- and vulnerability-driven heuristics to rule for identifying and prioritizing input-dependent data or pointers.

<table>
<thead>
<tr>
<th>Rule #</th>
<th>Category</th>
<th>Short Description</th>
<th>Protection</th>
<th>Example CVE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rule 1</td>
<td>Control alteration</td>
<td>Data objects/pointers in predicates may alter program behavior</td>
<td>PP/AP</td>
<td>CVE-2006-5815</td>
</tr>
<tr>
<td>Rule 2</td>
<td>Control alteration</td>
<td>Data objects/pointers in predicates may alter program flow or leak sensitive information</td>
<td>PP/AP</td>
<td>CVE-2006-5815</td>
</tr>
<tr>
<td>Rule 3</td>
<td>Proximity-based</td>
<td>Data pointers that are near to data buffers</td>
<td>PP/AP</td>
<td>CVE-2002-1496</td>
</tr>
<tr>
<td>Rule 4</td>
<td>Proximity-based</td>
<td>Data objects or pointers used in vulnerable functions</td>
<td>AP</td>
<td>CVE-2021-31226</td>
</tr>
<tr>
<td>Rule 5</td>
<td>Erroneous</td>
<td>Data pointers that have been cast to different types</td>
<td>AP</td>
<td>CVE-2018-6151</td>
</tr>
<tr>
<td>Rule 6</td>
<td>Erroneous</td>
<td>Data objects that have out-of-bound access</td>
<td>AP</td>
<td>CVE-2021-21773</td>
</tr>
<tr>
<td>Rule 7</td>
<td>Unguarded</td>
<td>Pointers that have unbounded allocations</td>
<td>AP</td>
<td>CVE-2020-11612</td>
</tr>
</tbody>
</table>

Rule 1 prioritizes allocations and pointers that are used as predicates for conditional execution and could thus allow an attacker to manipulate the control-flow of a program. Listing 2 shows an example from the ProFTPD DOP attacks [31] where the pointers cp and pbuf are dependent on user input and are used in the condition on Line 10.

Rule 2 prioritizes objects and pointers used in a loop. Listing 3 shows an example from a DOP attack on ProFTPD v1.3.0 [31], where the manipulation of pointer src (i.e., for (; *src && n > 1; n--) at Line 3 in Listing 3) can control the execution of a loop to produce DOP assignment gadgets at Line 4 (i.e., *d++ = *src++). This loop-based heuristics covers such custom strcpy-type functions, but also other common patterns that utilize loops to stitch and select gadgets used in DOP. Data-manipulation within loops has also been used to leak confidential information, e.g., to break ASLR [23, 58].

Rule 3 detects objects that include an addressable buffer—typically an array—that is followed by a pointer. The exploitation of this pattern is attractive for two reasons. First, because the overflow and target are in the same buffer, there is no dependence on the overall memory layout of the program. And second, due to limitations of allocation-based bounds checking [44], such overflows can be performed even in the presence of common memory-protection schemes (such as the allocation-based ASan [59]). Listing 4 shows an example of such an exploitable code pattern.

```
/* struct mystruct_s { ... */
1  struct mystruct_s {
2     char buffer[64]; // Can overflow other fields without violating allocation boundary
3     char *f_ptr();
4  }
```

Listing 2: Usage of data pointer cp and pbuf in the condition at Line 10 in ProFTPD v1.3.0 (CVE-2006-5815).

Listing 3: Loop manipulation for DOP [31] gadgets in ProFTPD v1.3.0 through data pointer overwrite (CVE-2006-5815).

```
1  void (*d_ptr)();
2  for (; *src && n > 1; n--)
3      *d++ = *src++;
```

Listing 4: Example of Rule 3, where a buffer within a structure could overwrite a sensitive pointer (f_ptr) within the same structure.
Rule 4 prioritizes data objects used by vulnerable library functions such as `strncpy()`, `memcpy()`, `gets()`, `strncpy()`, and `sprintf()`). Listing 5 shows a vulnerability (CVE-2017-9430) in dnstracer v1.9 caused by a vulnerable `strncpy` call at Line 4.

```
1 int main(int argc, char **argv) {
2   while ( (ch = getopt(argc, argv, "4cCoq:r:S:s:t:v")) != -1 ) {...}
3 ...  
4   strncpy(argv0, argv[0]); // argv[0] depends on user input!
5 ...  
```

Listing 5: Rule 4 detects the use of commonly exploited functions, such the call to `strncpy()` on Line 4.

Rule 5 prioritizes data pointers that have been cast from one type to another type. Incorrect casts can cause type-confusion attacks that allow over-reads or -writes by accessing an object of incorrect type, or incorrect function calls by invoking methods of a wrong type. For example, Out-of-Bounds (OOB) memory read (CVE-2018-6151) happens in Google Chrome version prior to 66.0.3359.117 due to a bad cast where an object cast to an unexpected type causes a bad cast.

Rule 6 detects memory dereferences that could lead to an OOB due to pointer arithmetic or incorrect indices that cannot be statically shown safe. A simple example of OOB access is to read from or write to an array beyond its allocation range. Such vulnerabilities exist in real-world applications such as in Nginx v0.6.18 – v1.20.0 where an OOB write happens due to an off-by-one error (CVE-2021-23017).

Rule 7 prioritizes objects that are allocated to a size without bounds checked. In Listing 6, Line 6 shows an example of an allocation of unbounded size in the GEGL version 0.3.32 that could lead to a Denial-of-Service (DOS) attack by exhausting all memory (CVE-2018-10111).

```
1 static gboolean render_rectangle (GeglProcessor *processor) {
2 ...  
3   GeglRectangle *dr = processor->dirty_rectangles->data;
4 ...  
5   gchar *buf; // Create pointer for buffer
6   buf = g_malloc (dr->width + dr->height + pxsize); // Allocate buffer
7   g_assert (buf);
8 ...  
9 }
```

Listing 6: Rule 7 prioritizes unbounded allocations, such as this example from CVE-2018-10111 where an unbounded allocation in GEGL leads to DOS.

There are two main challenges to applying the rule-based heuristics for identifying sensitive memory objects. First, it is difficult to know the complete and representative set of rules. Second, DPP needs an efficient technique to track the data flow. We discuss these challenges as follows.

**Ch1. Completeness and representativeness of the rules.** Anticipating future attacks is difficult as attackers’ capabilities constantly evolve, making it challenging to ensure the completeness of rule-based heuristics. A minor change in the attack pattern can render signature-based or end-to-end rules ineffective. To enhance rule representativeness, we extract them by identifying key exploit strategies such as manipulation of conditions and loops, positional corruptions by data pointers, vulnerable library functions, and unbounded allocations. Our identified strategies have been experimentally confirmed to work well (Section 5), but additional rules can be easily added to our set for future attacks.

**Ch2. Data flow tracking.** Since DPP aims to apply the rules to input-dependent data objects, it needs to track the flow of data objects and their pointers efficiently throughout a program, starting from the input sources. A crucial task is the determination of the points-to set of a pointer. Luckily, we have existing techniques to perform this heavy lifting task. In this work, we use Static Value Flow (SVF) [64] with Andersen [2] pointer analysis to perform the data flow tracking (Section 3.2). We use SVF as this graph-based implementation is efficient to traverse and query.

### 3.2 Data Flow Tracking

The purpose of data flow tracking is to identify all attacker-controlled data (i.e., all the reachable data from external inputs) and taint them. We apply the rule-based heuristics on a tainted data flow graph of a program. To construct the data flow graph, we utilize the interprocedural SVF analysis [64]. SVF performs its analysis on the LLVM Intermediate Representation (IR) to construct the Static Value Flow Graph (SVFG). SVF first converts LLVM IR instructions into a Program Assignment Graph (PAG). A PAG has two types of nodes: i) Value Pointer Node (ValPN), and ii) Object Pointer Node (ObjPN). A ValPN represents an LLVM value that is a pointer and an ObjPN represents an abstract memory object (i.e., the address-taken variable of an IR pointer). An edge in the PAG represents the constraints between nodes by capturing the address-of, load, store, and copy associations. To perform pointer analysis, SVF starts with a copy of PAG called the constraint graph. SVF solves the constraints in the graph by converting each load and store constraints to copy constraints. Once the constraint resolution is done, SVF then constructs the SVFG. To do so, SVF annotates the potential use of a variable at loads, potential definitions and uses of the variable at stores, inter-procedural uses and definitions at call sites, and parameter passing or return at function entries or exits, where the variable is pointed by a top-level pointer. SVF obtains the points-to set of a top-level pointer using Andersen’s points-to analysis (Section 5). Finally, SVF constructs the SVFG by converting all the address-taken variables to Single Static Assignment (SSA) form, merging multiple definitions using phi instructions, and connecting the definition-uses for each SSA variable. We refer readers to [64] for details.

---

3Practical considerations must be made when choosing a points-to analysis technique considering the trade-offs between speed and precision. We evaluate and discuss these trade-offs in Section 5.
3.3 Taint Analysis

Our taint analysis identifies all the taint sources from a program and propagates the taints throughout the program considering simple and complex taint propagation scenarios. **Identification of tainted sources.** Vulnerable data objects or pointers must depend on external input channels (e.g., network, file system, or user input) so they are susceptible for external manipulation. These correspond to standard library functions such as `read`, `recv`, `getc`, `recvmsg`, `scanf`, `fscanf`, `fread`, and `fgets`. To optimize analysis, we also identify common wrapper functions that always lead to input functions in the standard libraries. We refer to both standard library functions and common wrapper functions as input-reading functions. We also consider the main function as an input-reading because its parameters are user-controlled. For any input-reading function, we mark all non-constant input values and the return value as taint sources. If a parameter or returned value is a pointer, then the tainting process starts from the points-to set of the pointer parameter or returned value.

**Propagation of tainted data.** We propagate the taint through the SVFG by traversing all successors of a tainted node. However, we need to address the following limitations of the SVFG for the completeness of the taint propagation process:

1. SVFG does not taint dynamically allocated memory when the arguments passed to the allocator are tainted.
2. SVFG does not taint the underlying object when a pointer is indexed with a tainted value or a result of pointer arithmetic with tainted inputs.
3. SVFG does not track when a function (e.g., `memcpy`) stores value from one parameter to another.

To address the first limitation, we simply taint the return result of an allocation function if the arguments are tainted. To address the second, we identify all the address-taken data objects and one or more index-variables or pointers used to access the data objects. If one or more index-variables or pointers are tainted, we taint the data objects and obtain the points-to sets of the newly tainted data objects. If any pointers in the obtained points-to sets are not tainted, we start the tainting process for the pointer. We address the third by identifying all function calls that store the value of their second parameter to the first parameter. Such function call instructions include `memcpy`, `memmove`, `strcpy`, `strncpy`, and `strcat`, and their variations. If the second parameter is tainted, then we taint the first parameter and its points-to set. Algorithm 1 in Appendix A.1 shows the pseudocode of the tainting process in the SVFG.

As mentioned above, we apply the rule-based heuristics on a tainted data flow graph. We discuss this application of rules on a tainted graph in Section 4. We also demonstrate in Section 5 that these rules are simple, but powerful for coverage, security, and performance.

4 Implementation

We implemented DPP 4 in LLVM 12. To perform the pointer analysis and data-flow construction, we utilize the SVF 5 tool. We performed our analysis on top of the LLVM bytecode. We obtained a single whole program bytecode file using the whole program LLVM tool 6. We then apply the above mentioned rules on a tainted SVFG to identify sensitive data objects or pointers. When a rule flags a pointer, our technique also flags the data object where the pointer points to.

To discuss the implementation of the rules, we use an example program in Figure 1. Figure 2 shows the SVFG of the example program in Figure 1. The example program has three memory objects (two local and one dynamic). The corresponding memory allocation nodes in the SVFG are the hexagonal nodes ①, ②, and ③ (Figure 2). The rectangular nodes show how the values of the memory objects flow through different IR instructions.

4.1 Rule Implementation

Each rule is implemented as a separate analysis pass that is then collected to a joint analysis result. This facilitates the addition of new emerging exploitation patterns without additional changes to protection that rely on the prioritization for selectively instrumenting code.

Rules 1, 2, 4, and 5 utilize the SVF analysis to identify tainted address-taken pointers. We then extract the alias set of those pointers. For example, one of the tainted pointers in Figure 2 is node ⑤, which has an alias set consisting of nodes ⑧, ⑩, ⑪, ⑫, ⑬, ⑭, ⑮, ⑯, ⑰, ⑱, ⑲, ⑳, ㉑, ㉒, ㉓, ㉔, ㉕, ㉖. Once we get this usage list, we apply the following techniques to apply Rule 1, 2, 4, and 5.

- To implement Rule 1, i.e., usage of data objects and pointers in predicates, we check if any node from the usage list has a compare instruction implying that it can alter control-flow or data.
- To implement Rule 2, i.e., usage of data pointers in loops, we check if any node from the usage list has a load/store/compare instruction and has been used in a loop’s predecessor, header, and latch. We analyze loops using the LLVM LoopAnalysis 7.
- To implement Rule 4, i.e., usage of data pointers in vulnerable functions, we check if any arguments of a vulnerable function are from the usage list.

---

4 available at https://github.com/salmanyam/dpp-llvm
5 https://github.com/svf-tools/SVF
6 https://github.com/travitch/whole-program-llvm
7 https://llvm.org/doxygen/classllvm_1_1LoopAnalysis.html
To implement Rule 5, i.e., possibly unsafe pointer casts, we check if any node from the usage list is a bitcast that is used to realize casts in the LLVM IR. We filtered out trivial casting like from and to char *, and any non-pointer casts. We check the incompatibility of checking the size of the pointed-to source and destination types based on the data layout information in the LLVM IR.

We implement Rule 3, i.e., data pointers possibly vulnerable to inter-allocation overflows, by checking all the tainted stack allocations (alloca instructions) in a function and all the tainted global variables for structures that contain arrays followed by pointers. When found, we mark the corresponding pointer as sensitive.

To implement Rule 6, i.e., on possible OOB access, we apply three optimizations to filter out safe tainted objects or pointers from all the tainted objects and pointers. First, we only consider operands to load, store, and call SVF nodes that deal with memory accesses. Second, we apply LLVM’s stack safety analysis 8 to filter out allocations that are free from memory access bugs. Third, we ignore nodes that we can prove statically safe using LLVM’s ObjectSizeOffsetVisitor 9 class. We flag the remaining operands as sensitive.

To implement Rule 7, i.e., unbounded memory allocations, we first use SVF to retrieve the SVFG nodes corresponding to dynamic allocations. We filter out the allocation nodes that are untainted or in dead functions. Once we get the allocation sites or nodes in the SVFG, we obtain the corresponding nodes in the Interprocedural Control-Flow Graph (ICFG). We perform a backward search from the obtained ICFG nodes to fetch cmp instructions to check if the argument used in a memory allocation function is bounded. However, we need to address three key challenges: i) how to deal with path explosion due to the backward search, ii) how to deal with loops in the ICFG, and iii) how to determine the right cmp instruction(s) that are relevant to the argument of a memory allocation function.

We address the path explosion issue by parameterizing how many paths and how far in a path to explore. We remove all the edges that create loops in the ICFG. We address the third challenge by determining if a cmp instruction and the argument of an allocation function have a common ancestor in the SVFG. The key idea is that the argument and cmp instruction will be the descendants of a node if the cmp instruction operates on the argument. We refer readers to the detailed discussion of how we implement the common ancestor solution in SVFG in Appendix A.2.

5 Evaluation

We evaluate DPP by answering the following questions:

1. How capable is DPP for prioritizing security critical data objects? (Section 5.1)
2. How effectively can DPP rank sensitive data objects? What is the impact of individual rules on the accuracy of the prioritization? (Section 5.2)
3. How sensitive are the leftover data objects? (Section 5.3)
4. How much performance improvement can DPP enable? How are the DPP’s end results amenable for implementing a live defense? (Section 5.4)


### 5.1 Security Evaluation

To evaluate the capability of DPP to prioritize sensitive data objects and their pointers, we run DPP on the Linux Flaw Project [19] and Juliet Test Suite [5,47]. We only consider the CVEs and test cases from the Linux Flaw Project and Juliet Test Suite which are related to memory errors. We then utilize ASan to protect only the prioritized data objects to see if we can detect all the memory errors. If DPP does not prioritize a sensitive data object that is related to a memory error from the Linux Flaw Project or Juliet Test Suite, then ASan does not protect that data object. Hence, we cannot detect that memory error. Table 2 and Table 3 show the results for DPP’s prioritization capability for the Linux Flaw Project and Juliet Test Suite, respectively. To reproduce all the memory errors in the Linux Flaw Project (Table 2), we use Ubuntu 18.04. For each of the five Common Weakness Enumeration (CWE) categories for the Juliet Test Suite (Table 3), we select test cases in the Juliet Test Suite that are implemented by adding minor changes to a small base program. Most test cases follow a similar format, and a few include data objects that have external dependencies.

As shown in Table 2 and Table 3, ASan with DPP can detect all the memory errors from both datasets the same as the default ASan can. However, ASan with DPP can detect memory errors by only protecting the prioritized data objects. This evaluation demonstrates the capability of DPP for prioritizing security-critical data objects.

Our key evaluation datasets (i.e., the Linux Flaw Project and Juliet Test Suite) are completely distinct from our rule dataset. Our rules do not have any knowledge about the programs in the Linux Flaw Project or Juliet Test Suite. We evaluated DPP utilizing 11 unique programs from the Linux Flaw Project and 720 test cases from the Juliet Test Suite. For sanity checking in terms of accuracy and effectiveness, we also include the exploit programs (i.e., the rule dataset) in some of our evaluations (e.g., Table 4). Thus, the evaluation datasets are distinct from the rule dataset and our evaluation does not suffer from overfitting (more discussion on the generalization of our rules in Section 6).

### 5.2 Prioritization Efficacy

Efficacy of any memory protection scheme is challenging to evaluate because new attacks are a priori unknown [22, 65]. However, we can evaluate DPP against known vulnerabilities. This shows that the rule-based approach of DPP can be used to cover known exploitation techniques, and so, suggest that it can be extended to cover new techniques uncovered in the future. To evaluate the efficacy of DPP, i.e., how well DPP can rank sensitive data objects, we identify the vulnerable data objects from the Linux Flaw Project [19], Juliet Test Suite [5,47], and five DOA exploits against real-world programs. The vulnerabilities cover both C and C++ programs and five CWE categories. We manually investigate the datasets and exploits to identify vulnerable objects using knowledge from CVE description, exploits, online sources, browsing code, and code comments. Table 8 in Appendix A.3 shows the vulnerable data objects or pointers extracted from the datasets and exploits.

Table 4 shows the programs and test cases used in our evaluation, including the number of all and prioritized data objects in these programs and test cases. The first column of Table 4 shows the names of the vulnerable data objects ($V_{objs}$) \(^{10}\). The fifth column shows the percentage of prioritized data objects with respect to the number of all data objects. On average, the percentages of the prioritized data objects for the Linux Flaw Project [19] and DOA Exploit Dataset is ~41% and ~31%, respectively. DPP considers the rest ~59% for the Linux Flaw Project and ~69% for the DOA Exploit Dataset as safe, indicating they are either not manipulatable or if manipulated, unlikely to facilitate exploitation. Hence, DPP filters out these data objects. The percentage of the prioritized data objects in the Juliet Test Suite \(^{11}\) [5,47] is much lower than the Linux Flaw Project [19] or DOA Exploit Dataset because the test cases in the Juliet Test Suite are much smaller than the other two datasets. The Juliet Test Suite has small programs designed to evaluate accuracy of a static analysis where the test cases are implemented by adding minor changes to a small base program. Most test cases follow a similar format, and a few include data objects that have external dependencies.

---

\(^{10}\) For locations of these vulnerable data objects in the program, refer to Table 8 in Appendix A.3.

\(^{11}\) The numbers of total data objects, prioritized data objects, and the rank of vulnerable objects for each CWE category are presented in Table 4 as the average of the total number of test cases in that CWE category.
Table 4: The number and percentage of top $k$ prioritized objects needed for detecting vulnerable data objects ($V_{obj}$) from the Linux Flaw Project [19], Juliet Test Suite [5,47], and five DOA exploits.

<table>
<thead>
<tr>
<th>Vulnerable data object ($V_{obj}$)</th>
<th>Program name</th>
<th># of data objs</th>
<th># of prio. data objs</th>
<th>% of prio. data objs</th>
<th>Rank of $V_{obj}$ in prio. objs (6th)</th>
<th>% of top $k$ w.r.t. prio. objs</th>
<th>% of top $k$ w.r.t. all objs</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Linux Flaw Project</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>char *argv[ ]</td>
<td>fcron-3.0.0</td>
<td>110</td>
<td>31</td>
<td>28%</td>
<td>14</td>
<td>45%</td>
<td>13%</td>
</tr>
<tr>
<td>char sym[17]</td>
<td>binutils-2.15</td>
<td>4664</td>
<td>2349</td>
<td>50%</td>
<td>43</td>
<td>2%</td>
<td>1%</td>
</tr>
<tr>
<td>char [MAXPATHLEN]</td>
<td>ctorrent-dnhs3.3.2</td>
<td>1379</td>
<td>672</td>
<td>49%</td>
<td>8</td>
<td>1%</td>
<td>1%</td>
</tr>
<tr>
<td>TIFF* tif</td>
<td>tiff-3.8.2</td>
<td>1405</td>
<td>731</td>
<td>52%</td>
<td>186</td>
<td>25%</td>
<td>13%</td>
</tr>
<tr>
<td>TIFF* tif</td>
<td>tiff-3.9.2</td>
<td>1445</td>
<td>761</td>
<td>53%</td>
<td>37</td>
<td>5%</td>
<td>3%</td>
</tr>
<tr>
<td>TIFF* tif</td>
<td>tiff-4.0.1</td>
<td>1857</td>
<td>806</td>
<td>43%</td>
<td>23</td>
<td>3%</td>
<td>1%</td>
</tr>
<tr>
<td>char pathName[4096]</td>
<td>poppler-0.24.2</td>
<td>11539</td>
<td>3293</td>
<td>29%</td>
<td>19</td>
<td>1%</td>
<td>0.2%</td>
</tr>
<tr>
<td>TIFF* tif</td>
<td>tiff-4.0.1</td>
<td>1857</td>
<td>806</td>
<td>43%</td>
<td>23</td>
<td>3%</td>
<td>1%</td>
</tr>
<tr>
<td>char *destFileName</td>
<td>libzip-1.2.0</td>
<td>878</td>
<td>255</td>
<td>29%</td>
<td>15</td>
<td>6%</td>
<td>2%</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>~41%</td>
<td></td>
<td>~10%</td>
<td>~4%</td>
</tr>
<tr>
<td><strong>DOA Exploit Dataset</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>char *ptr</td>
<td>ghttpd-1.4</td>
<td>77</td>
<td>14</td>
<td>18%</td>
<td>4</td>
<td>24%</td>
<td>5%</td>
</tr>
<tr>
<td>struct passwd *pw</td>
<td>wu-ftpd-2.6.0</td>
<td>590</td>
<td>378</td>
<td>64%</td>
<td>34</td>
<td>10%</td>
<td>6%</td>
</tr>
<tr>
<td>char *src</td>
<td>proftpd-1.3.0</td>
<td>5070</td>
<td>1313</td>
<td>26%</td>
<td>236</td>
<td>18%</td>
<td>5%</td>
</tr>
<tr>
<td>char *cp</td>
<td>proftpd-1.3.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>apr_array_header_t *log_format;</td>
<td>httpd-2.4.7</td>
<td>6754</td>
<td>587</td>
<td>9%</td>
<td>77</td>
<td>13%</td>
<td>1%</td>
</tr>
<tr>
<td>char *pPostData;</td>
<td>nullhtpd-0.5.0</td>
<td>100</td>
<td>37</td>
<td>37%</td>
<td>1</td>
<td>2%</td>
<td>1%</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td></td>
<td></td>
<td></td>
<td>~31%</td>
<td></td>
<td>~12%</td>
<td>~3%</td>
</tr>
<tr>
<td><strong>Juliet Test Suite</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>int buffer[10]</td>
<td>CWE121</td>
<td>27</td>
<td>3</td>
<td>11%</td>
<td>2</td>
<td>67%</td>
<td>7%</td>
</tr>
<tr>
<td>int * buffer</td>
<td>CWE122</td>
<td>28</td>
<td>3</td>
<td>11%</td>
<td>1</td>
<td>33%</td>
<td>4%</td>
</tr>
<tr>
<td>int buffer[10]</td>
<td>CWE124</td>
<td>27</td>
<td>3</td>
<td>11%</td>
<td>2</td>
<td>67%</td>
<td>7%</td>
</tr>
<tr>
<td>int buffer[10]</td>
<td>CWE126</td>
<td>27</td>
<td>3</td>
<td>11%</td>
<td>2</td>
<td>67%</td>
<td>7%</td>
</tr>
<tr>
<td>int buffer[10]</td>
<td>CWE127</td>
<td>27</td>
<td>3</td>
<td>11%</td>
<td>2</td>
<td>67%</td>
<td>7%</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td></td>
<td></td>
<td></td>
<td>~11%</td>
<td></td>
<td>~60%</td>
<td>~6%</td>
</tr>
</tbody>
</table>

We also rank the prioritized data objects based on the number of rules they match. If ties occur in the ranking of data objects, we use the number of pointers to a data object to break the ties. This ranking allows us to understand the efficacy of DPP for prioritizing $V_{obj}$. To estimate the efficacy, we determine the rank of each of the $V_{obj}$ in our dataset indicated in the first column of Table 4. The sixth (6th) column in Table 4 shows the rank ($k$) of a $V_{obj}$ within the prioritized data objects of the program the $V_{obj}$ belongs to. For example, the rank of the data object pointed by char *ptr in ghttpd-1.4 is four ($k = 4$), i.e., char *ptr is the fourth (4th) data object in the ranked and prioritized data objects. The rank four of char *ptr indicates that the top four prioritized data objects include the char *ptr $V_{obj}$. We compute the percentages of this top $k$ data objects with respect to the prioritized and all data objects in a program or test case. The seventh and eighth columns of Table 4 show the top $k$ percentages.

On average, we noticed that DPP prioritizes 31-41% of all data objects (excluding Juliet). However, the prioritized data objects are also sorted based on how many rules flag the data objects. After the sorting, we observed that all vulnerable data objects are found within the top 10-12% of the prioritized data objects. These top 10-12% of the prioritized data objects are 3-4% of all data objects. For the Juliet Test Suite [5,47] test cases, we found that the $V_{obj}$ are in the top 60% of the prioritized data objects which are in the top 6% with respect to all data objects. The top $k$ percentage is higher (60%) for the Juliet Test Suite compared to the other two due to a few objects in Juliet with external dependencies indicating a few numbers of objects to prioritize.

To understand the impact of individual rules on the accuracy of the prioritization, we perform an experiment using the Linux Flaw Project [19] dataset to see what rules prioritize the $V_{obj}$. Table 5 shows the result. As shown in the table, we noticed that Rules 1, 2, 4, and 6 have the most impact on prioritizing the $V_{obj}$ from the Linux Flaw Project dataset. The rules capture the condition and loop manipulation, exploitation of data pointers through vulnerable library functions, and out-of-bound access. These four rules cover the three (control alteration, proximity based, and erroneous) of the four categories of the rules. The result indicates the generality and applicability of some rules over others due to the nature of the vulnerabilities that make the data objects vulnerable. The seemingly less impactful rules are interesting as they could indicate some classes of attacks are just harder to exploit. This also indicates a potential limitation of our dataset as we need
a broader benchmark to realize the usefulness of all rules.

### 5.3 Sensitiveness of Leftover Data Objects

To evaluate the data objects left unprioritized by DPP are indeed insensitive, we performed our evaluation through case studies. We manually analyzed ghttpd-1.4 and nullhttpd-0.5.0. We choose these two applications because these applications are small compared to other applications. We performed the analysis in two steps: i) analyzing all untainted data objects, and ii) analyzing all tainted but unprioritized data objects. Our analysis shows that the rest 63 data objects (out of 77) in ghttpd-1.4 are untainted either because they are constant or derived from another constant. These data objects are used to store file names, server names, document roots, directory headers, mime types, string formats, dates, and time. We observed similar scenarios in nullhttpd-0.5.0. A total of 56 out of 100 data objects were untainted due to their use in storing local/gm time and constant. Seven data objects were tainted due to their use in fopen function. However, we found that these objects are also derived from constants as these were just file names and had no uses that satisfy our rules. It is important to note that DPP marks the content of a file as sensitive even if the file name object is left untainted or unflagged.

### 5.4 Performance Evaluation

We use ASan [59] for evaluating the performance impact of our prioritization. ASan detects memory-related errors by instrumenting data objects by inserting extra code and enforcing the instrumented code through a runtime library. It can detect various memory-related errors such as out-of-bounds access, use-after-free, use-after-return, use-after-scope, and double-free, and invalid-free. Though ASan is primarily used as a sanitizer to catch bugs during testing rather than as a practical mitigation practice due to its high performance overhead and security issues with shadow memory protection, we chose ASan over the other live defenses due to its compatibility and stability, and because it still can give us a good estimation of the comparative performance improvement due to our prioritization. To evaluate such performance improvement, we use the SPEC CPU2017 benchmark as well as five real-world applications, one library, and one lightweight benchmark. We compare the throughput, run-time, and benchmark specific metric (e.g., CPU Index) of the benchmark or applications with vanilla ASan and DPP-enabled ASan. To implement the DPP-enabled ASan, we modify the vanilla ASan to enable the option to instrument only the prioritized data objects.

**Performance improvement of the SPEC CPU2017 benchmark due to DPP.** To evaluate the performance improvement through the SPEC CPU2017 benchmark, we utilize the Integer benchmark suite. The Integer benchmark suite contains 10 benchmark programs. Out of these 10 benchmarks, one benchmark (648.exchange2_s) is written using Fortran and DPP has no impact on the benchmark. Thus, we discarded 648.exchange2_s and conducted our experiments on the remaining nine benchmarks.

We prepared three versions of each of the benchmark programs: i) a baseline version without any instrumentation, ii) an asan version instrumented with the default ASan, and iii) an asan+dpp version instrumented with the DPP-enabled ASan. We ran each version of the benchmark multiple times and measured the throughput. We used Ubuntu 18.04 with 16 CPUs and 64 Gigabytes of memory. We used four CPU threads to run each benchmark. Figure 3 shows the percentage of throughput of each benchmark with asan and asan+dpp with respect to the baseline benchmark. That means we normalize the throughput of asan and asan+dpp versions of the benchmarks with respect to the throughput of the baseline benchmarks and compute the percentages.

![Figure 3: Throughput (% with respect to the baseline) of SPEC CPU2017 benchmarks fully instrumented with ASan (asan) and with DPP-prioritized ASan (asan+dpp).](image)
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1. [https://clang.llvm.org/docs/AddressSanitizer.html](https://clang.llvm.org/docs/AddressSanitizer.html)
As can be seen from Figure 3, the percentage of throughput is more than 80% in five out of nine benchmarks with the DPP-enabled ASan (i.e., asan+dpp) versions. Three of them have throughput close to the baseline throughput. On average, the throughput for benchmarks with asan+dpp is ~83%. On the other hand, the average throughput for benchmarks with asan versions is ~53%, indicating ~1.6x performance improvement by DPP-enabled ASan compared to the default ASan. This result also indicates that ASan reduces the throughput by ~47% on average compared to the baseline, where the reduction is only around ~17% with DPP-enabled ASan. This result implies that DPP-enabled ASan incurs 30% less overhead than what the default ASan does. This improvement of 30% overhead reduction by DPP-enabled ASan is ~64% with respect to the overhead of the default ASan.

**Impact of DPP on workload run-time.** To observe DPP’s impact on workload run-time, we also measure the total workload run-time for three versions (i.e., baseline, asan, and asan+dpp) of each benchmark in SPEC CPU2017. Figure 4 shows the cumulative workload run-time for the baseline, asan, and asan+dpp. As can be seen from the figure, the cumulative workload run-time for the default ASan is almost 2x (1.9x to be exact) with respect to the baseline. The run-time is reduced to only ~1.2x when we incorporate DPP in ASan, which reduces the run-time overhead by around 70% compared to the default ASan.

![Figure 4: Impact of DPP on reducing the workload run-time overhead of the SPEC CPU2017 benchmark suite.](https://testdrive-archive.azurewebsites.net/Performance/LiteBrite/)

**Performance improvement of real-world applications.**

Additionally, we measured DPP’s performance improvement in five real-world applications including a browser, one browser library, and one lightweight benchmark: nginx, httpd, lighttpd, postgres, midori, gtk library, and nbench. The midori browser uses the gtk library for creating graphical user interfaces. We compared the throughput and run-time of the asan and asan+dpp versions of each application, as well as the CPU Index for nbench, using benchmark workloads generated by wrk [35] for the web servers and sysbench [49] for postgres. We used the Lite Brite benchmark for the browser and libgtk’s own benchmark for the gtk library. We chose the Midori browser as our focus for evaluation due to the fast and straightforward compilation process of DPP-enabled ASan. Incorporating DPP-enabled ASan compilation is exceptionally slow for standard commercial browsers like Chromium and Firefox, primarily due to their large size and high complexity, which pose challenges for the points-to analysis. Developing a feasible points-to analysis (e.g., utilizing the latest type-based analysis [41]) and an optimized DPP framework for such large projects remains an important future work.

![Figure 5: DPP’s performance improvement over asan for real-world applications.](https://testdrive-archive.azurewebsites.net/Performance/LiteBrite/)

Figure 5 shows the percentage of performance improvement of the applications, benchmark, and library over the ASan. We found that DPP-enabled ASan improves the performance by 28% on average in this experiment compared to the ASan. Besides, we observe DPP-enabled ASan incurs ~19% less overhead than the default ASan (~44%) for the web servers, database, and nbench. With respect to ASan, this overhead reduction is ~43% by the DPP-enabled ASan.

The overhead reduction in this scenario (i.e., with the real-world applications or libraries) is also slightly less than what we observe in the SPEC CPU2017 benchmark suite, likely because the type of these applications is different from the CPU2017 benchmark. Besides the CPU-intensive tasks, these applications also have network-intensive operations, whereas most operations in the CPU2017 benchmark suite are CPU-intensive. However, we also observe that only 3-4 CPUs out of eight CPUs are saturated with 100% CPU utilization due to mostly being network-intensive applications and limitations of the benchmarking tools. Network latency is not also significant due to the benchmark tools running for 60 seconds in the same machine where the applications are running. This is a limitation of our setup and the benchmarking tools. Nonetheless, this setup gives us a useful measurement to compare our technique with the default ASan.

In addition, to understand how the individual rules impact performance, we measure the throughput of nginx by applying a single rule at a time. Figure 6 shows the throughput ratio of different rules after normalizing a throughput with the lowest one. According to the result, the ratios are very similar (and within 1.0∼1.1). The reason is that the numbers of prioritized data objects in various rules are close to each other and are very few compared to the total number of data objects in nginx. However, due to the difference in the number of prioritized data objects in different rules, we still can observe some differences (though not significant) in the throughput ratios across the rules. We show this impact of individual rules in

---

1https://testdrive-archive.azurewebsites.net/Performance/LiteBrite/
More than 95% of data objects in a real-world program do not need protection. DPP identifies potentially sensitive data objects by identifying and prioritizing top 3–4% data objects from real-world applications.

Common and widely applicable rules are simple, but powerful for coverage. We extracted the common and widely applicable rules from existing exploits. These rules identify all the vulnerable objects from the Linux Flaw Project or Juliet Test Suite with zero knowledge about the data objects from the datasets.

DPP is tunable in the security, usability, and performance dimensions. DPP enables the trade-offs between accuracy and performance. We can make DPP tunable in the security (false negative), usability (false positive), and performance dimensions. DPP achieves ∼1.6x performance improvement compared to the default ASan. We can also tune the performance based on the level of security needed.

6 Discussion

Our DPP is a generic framework intended for any data-oriented defense mechanisms. Our specific prototype builds on ASan but does not have to. We chose ASan over the other live defenses due to its compatibility and stability, and because it gives us a good estimation of the efficacy of our prioritization. However, despite its benefits, DPP still faces an average overhead of around 20% (when overhead from SPEC CPU2017 benchmark and real-world applications are considered), while protecting 100% of the prioritized data objects. This level of overhead may not be practical for deploying DPP as a live defense. Nevertheless, DPP does offer the flexibility to selectively protect data objects from the prioritized list. In fact, as demonstrated in Table 4, the minimum number of data objects requiring protection can be as low as 3-4% of the total data objects. This newfound capability presents an opportunity to significantly reduce DPP’s overhead to a practical range when performance and security do not compete with each other.

Our approach differs from Clang Static Analyzer, which focuses on detecting bugs, while we prioritize instrumentation for input-dependent and potentially flawed code. Therefore, DPP complements static analyzers, and using both tools can reduce code errors and prioritize runtime instrumentation. Our approach also offers flexibility in balancing performance and security by adjusting the number of protected data objects.

The efficacy of a rule depends on its ability to detect a wide variety of attacks. To achieve the coverage and generalization of rules, we extract the rules by breaking down exploits and identifying key exploit strategies such as manipulation of conditions and loops through data pointers, utilizing the position of a data pointer (e.g., adjacent to a data buffer), utilizing vulnerable library functions, finding unbounded allocations and so on. Exploits may use a strategy or a combination of strategies from our identified strategies to construct their attacks. Our identified strategies are our best effort rules that tend to work well, as we experimentally confirmed in our evaluation (Section 5). However, new rules may be added to our rule set in the future to cover additional classes of attacks.

We evaluated DPP’s security guarantees using empirical evidence instead of theoretical guarantees commonly found in system security literature. We tested DPP using programs containing eight types of memory issues and found that our

---

**Impact of various analysis approaches on DPP.** To understand how the choice of the various points-to analyses impacts our approach, we prioritize vulnerable data objects from Linux Flaw Project using three points-to-analysis choices: Andersen, Steensgaard, and Flow Sensitive. We compare the accuracy and time for each choice. Table 6 in Appendix A.4 shows the result. Steensgaard is the fastest of the three because it requires less than 47% time than Andersen. However, DPP with Steensgaard fails to prioritize the most vulnerable objects (misses seven out of ten vulnerable objects). That means, Steensgaard increases false negatives due to imprecise points-to-analysis. Flow Sensitive, on the other hand, is the slowest as it requires 78% more time than Andersen but manages to prioritize all cases in programs (except where it did not fail due to memory issues marked by a dash in Table 6 in Appendix A.4). Andersen seems a balanced option between the two options. It is neither the fastest nor the most accurate, but it is reasonable for a reliable points-to-analysis. Note that we use Andersen’s points-to-analysis in our previous results.

**Cost of data flow analysis and rules.** We provide the costs incurred by three key parts of DPP: (i) the pointer and data flow analysis (i.e., SVF), (ii) taint analysis, and (iii) individual rules. For an average-sized program (∼60kloc) in our evaluation (e.g., proftpd), SVF takes ∼23 seconds whereas our analysis (taint and individual rules) takes ∼72 seconds. However, this cost also depends on how many pointers are in a program. For example, SVF and the rest analysis take around 2 and 4 seconds, respectively, to complete for a reasonably large program (httpd, ∼260kloc). We provide the detailed results in Table 7 in Appendix A.4.

**Summary of Key Takeaways**

1. More than 95% of data objects in a real-world program do not need protection. DPP identifies potentially sensitive data objects by identifying and prioritizing top 3–4% data objects from real-world applications.

2. Common and widely applicable rules are simple, but powerful for coverage. We extracted the common and widely applicable rules from existing exploits. These rules identify all the vulnerable objects from the Linux Flaw Project or Juliet Test Suite with zero knowledge about the data objects from the datasets.

---
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14[https://clang.llvm.org/docs/ClangStaticAnalyzer.html](https://clang.llvm.org/docs/ClangStaticAnalyzer.html)
rules detected all these errors in the Linux Flaw Project and Juliet Test Suite datasets (Tables 2 and 3), despite having no prior knowledge of these datasets.

Our prioritization approach has some limitations. For example, our approach may generate false positives in some conditions. An input-dependent object might be assumed correct due to the existence of bounds checks, however because the bounds check is itself not validated for correctness this might lead to a false positive. Such incomplete or wrong bound-conditions are a common source of many real-world vulnerabilities (e.g., CVE-2006-5815 and CVE-2021-23017). More extensive analysis, for instance, utilizing symbolic execution [37] could be employed to address this and, in general, improve accuracy of analysis.

Currently, our rules do not capture the complete end-to-end logic for temporal vulnerabilities like use-after-free, double-free, and invalid-free. This is due to the complexity involved, which requires logging and analyzing the temporal usage of pointers, making our rules more complex. However, our rules still prioritize and protect objects or pointers vulnerable to temporal vulnerabilities through ASan or other methods, as long as they match the rules. Nevertheless, our approach may miss sensitive objects if we overlook sensitive variables (apart from pointers) followed by a buffer and if the list of vulnerable library functions is incomplete. Researching the identification of simple and sensitive primitive data variables would be valuable, and a broader benchmark is needed to fully assess the effectiveness of our rules. Additionally, integrating DPP’s outcomes into live defense, such as ARM PA, can be achieved by selectively enabling PA instructions for DPP-related pointers through LLVM transformation and backend passes. Yet, further work is necessary to address integration challenges and evaluate the approach’s robustness.

7 Additional Related Work

Researchers have designed techniques to protect sensitive data. Palit et al. designed a compiler-level defense that protects critical data [49, 50]. However, they manually annotate the sensitive data. Similarly, FlowStitch [30] performed the automation of data-oriented attacks using predefined critical data. Our work automates the identification and prioritization of sensitive data. A few best-effort and semi-automated techniques [36, 43] also determined the critical data. For example, Jia et al. [36] determined the decision-making data by recording the execution of two traces with normal execution and violated execution, and observing the data that get modified and change executions. Access-driven trace data [43] are also useful to determine and understand the critical data and their structures. However, these solutions have limited scalability due to the need for huge and relevant execution and access traces. On the other hand, Pathfinder [54] can automatically navigate to sensitive data from a leaked data pointer. However, it does not indicate how to determine or label sensitive data. Researchers also proposed metrics to identify and prioritize significant software weaknesses [25].

Object- and pointer-based countermeasures have become popular. Object-based protection mechanisms such as ASan [59] and HWASan [28] protect objects by storing metadata in a shadow memory area and marking red-zones with blocks of poisoned memory between adjacent objects. An access to these red-zones indicates an overflow and terminates the programs at runtime. PointGuard [15] and ARM PA [52] can protect the integrity of pointers. To improve security and performance of ARM PA, researchers have also proposed the secured [40] and efficient [34] use of PA. PARTS [40] used a type-based modifier to prevent pointer reuse attacks. PACTight [34] selectively protects pointers that are reachable from code pointers. Data space randomization or diversification [4, 7, 53] is another defense direction for protecting sensitive data. For example, CoDaRR [53] could be an alternative and orthogonal approach to DPP.

8 Conclusion

In this paper, we proposed an automatic prioritization framework for identifying and protecting sensitive memory-resident data objects to prevent data-oriented attacks. The overall results suggest that the simple rule-based heuristics are effective. Our exploit and vulnerability-driven rule-based heuristics give the flexibility to add new rules when necessary. Our experimental evaluations using the Linux Flaw Project [19], Juliet Test Suite [5, 47], and real-world programs showed the successful identification of vulnerable data objects. DPP improves performance by \( \sim 1.6x \) and reduces run-time overhead by 70% compared to ASan. We presented that not all data objects in an application require protection and we can prioritize them. This proposed prioritization scheme is new and makes our approach different from the conventional protection paradigm.
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A Appendix

A.1 Algorithm

Algorithm 1 performs the tainting process in SVFG, involving taint source identification and propagation initiation (lines 3–8), tainted data propagation (lines 9–12), data tainting via index variables or pointers (lines 13–17), propagation from second to the first argument (lines 18–24), and SVFG traversal using UpdateTaintList function (lines 25–32).

A.2 Common Ancestor Solution

To find the common ancestor, we obtain all the SVF nodes that are backwardly reachable from an allocation’s argument node. Figure 7 shows a partial SVFG of the example program in Figure 1. Node 4 in Figure 7 is the argument of the memory allocation SVF node (i.e., Node 5) in Figure 2. The reachable nodes from the allocation’s argument node (i.e., node 4 in Figure 7) are nodes 2, 3, and 4. We then take each cmp node from the search paths that we have already obtained from the ICFG (e.g., 11:10:7:6:5:4:3:2:1 from Figure 8), obtain its corresponding node(s) from the SVFG, and traverse backwardly from the corresponding node(s). If the backward traversal encounters any node from the reachable nodes, that means the cmp node has a common ancestor with the argument node of an allocation function, hence this cmp node is related to the argument of the allocation function. In Figure 7, the common ancestor of node 4 and node 15 is node 3.

For more information, please refer to the references:


A.3 Locations of Vulnerable Data Objects

Table 8 shows the locations of vulnerable data objects or their pointers in various programs including the line numbers.

A.4 Additional Results

This section provides additional results regarding impact of individual rules on performance of the SPEC CPU2017 benchmark (Figure 9), impact of different choices of points-to analyses on DPP (Table 6), and cost of different analyses (Table 7).
Table 6: Different choices of points-to analyses impacting DPP.

<table>
<thead>
<tr>
<th>CVE</th>
<th>SVF (seconds)</th>
<th>Detection</th>
<th>SVF (seconds)</th>
<th>Detection</th>
<th>Run-time reduction w.r.t. Andersen</th>
<th>SVF (seconds)</th>
<th>Detection</th>
<th>Run-time increased w.r.t. Andersen</th>
</tr>
</thead>
<tbody>
<tr>
<td>CVE-2006-0539</td>
<td>0.05</td>
<td>✓</td>
<td>0.04</td>
<td>✓</td>
<td>20%</td>
<td>0.06</td>
<td>✓</td>
<td>20%</td>
</tr>
<tr>
<td>CVE-2006-2362</td>
<td>66.19</td>
<td>✓</td>
<td>6.49</td>
<td>X</td>
<td>90%</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>CVE-2006-1759</td>
<td>2.42</td>
<td>✓</td>
<td>1.67</td>
<td>✓</td>
<td>23%</td>
<td>8.14</td>
<td>✓</td>
<td>236%</td>
</tr>
<tr>
<td>CVE-2009-2285</td>
<td>3.02</td>
<td>✓</td>
<td>1.59</td>
<td>✓</td>
<td>47%</td>
<td>4.49</td>
<td>✓</td>
<td>46%</td>
</tr>
<tr>
<td>CVE-2010-2482</td>
<td>3.25</td>
<td>✓</td>
<td>1.33</td>
<td>X</td>
<td>59%</td>
<td>4.64</td>
<td>✓</td>
<td>43%</td>
</tr>
<tr>
<td>CVE-2013-4243</td>
<td>4.08</td>
<td>✓</td>
<td>2.30</td>
<td>X</td>
<td>444%</td>
<td>6.43</td>
<td>✓</td>
<td>58%</td>
</tr>
<tr>
<td>CVE-2013-4473</td>
<td>66.19</td>
<td>✓</td>
<td>6.49</td>
<td>X</td>
<td>90%</td>
<td>6.49</td>
<td>✓</td>
<td>58%</td>
</tr>
<tr>
<td>CVE-2013-4474</td>
<td>4.08</td>
<td>✓</td>
<td>2.30</td>
<td>X</td>
<td>444%</td>
<td>6.43</td>
<td>✓</td>
<td>58%</td>
</tr>
<tr>
<td>CVE-2015-8668</td>
<td>4.08</td>
<td>✓</td>
<td>2.30</td>
<td>X</td>
<td>444%</td>
<td>6.43</td>
<td>✓</td>
<td>58%</td>
</tr>
</tbody>
</table>

Table 7: Cost of data flow, taint and rule analyses in seconds.

<table>
<thead>
<tr>
<th>Program</th>
<th>Size (kloc)</th>
<th>SVF</th>
<th>Taint</th>
<th>Rule 1</th>
<th>Rule 2</th>
<th>Rule 3</th>
<th>Rule 4</th>
<th>Rule 5</th>
<th>Rule 6</th>
<th>Rule 7</th>
</tr>
</thead>
<tbody>
<tr>
<td>fcron-3.0.0</td>
<td>7.9</td>
<td>0.05</td>
<td>0.05</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.01</td>
<td>0</td>
</tr>
<tr>
<td>torrent-dnh3.3.2</td>
<td>11.1</td>
<td>2.42</td>
<td>0.22</td>
<td>0.26</td>
<td>1.64</td>
<td>0</td>
<td>0.36</td>
<td>0.12</td>
<td>13.63</td>
<td>0</td>
</tr>
<tr>
<td>poppler-0.24.2</td>
<td>170.2</td>
<td>0.88</td>
<td>0.05</td>
<td>0.06</td>
<td>0.29</td>
<td>0</td>
<td>0.04</td>
<td>0.03</td>
<td>1.77</td>
<td>0.1</td>
</tr>
<tr>
<td>ghtpd-1.4</td>
<td>0.6</td>
<td>0.04</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>wu-ftpd-2.6.0</td>
<td>19.4</td>
<td>0.08</td>
<td>0.07</td>
<td>0.11</td>
<td>0.51</td>
<td>0</td>
<td>0.16</td>
<td>0.03</td>
<td>0.37</td>
<td>4.16</td>
</tr>
<tr>
<td>proftpd-1.3.0</td>
<td>59.6</td>
<td>2.26</td>
<td>0.32</td>
<td>0.16</td>
<td>1.01</td>
<td>0.04</td>
<td>2.76</td>
<td>0.86</td>
<td>32.8</td>
<td>21.34</td>
</tr>
<tr>
<td>nullhttpd-0.5.0</td>
<td>1.8</td>
<td>0.07</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>midori (browser)</td>
<td>89.3</td>
<td>1.72</td>
<td>0.03</td>
<td>0</td>
<td>0.01</td>
<td>0.01</td>
<td>0</td>
<td>0</td>
<td>0.07</td>
<td>0.01</td>
</tr>
<tr>
<td>libgtk (browser library)</td>
<td>443.8</td>
<td>88.49</td>
<td>0.76</td>
<td>0</td>
<td>0.15</td>
<td>7.26</td>
<td>0.07</td>
<td>0</td>
<td>1.28</td>
<td>0.11</td>
</tr>
</tbody>
</table>

Table 8: Vulnerable data objects and their pointers in various programs. The * in some source file names and function names indicate that parts of the file name or function name have been truncated for space.

<table>
<thead>
<tr>
<th>Vuln. data object</th>
<th>Application</th>
<th>Source</th>
<th>Line #</th>
</tr>
</thead>
<tbody>
<tr>
<td>char *argv[]</td>
<td>fcron-3.0.0</td>
<td>convert-fcrontab.c</td>
<td>152</td>
</tr>
<tr>
<td>char sym[17]</td>
<td>binutils-2.15</td>
<td>bfd/tekhex.c</td>
<td>394</td>
</tr>
<tr>
<td>char path[MAXPATHLEN]</td>
<td>torrent-dnh3.3.2</td>
<td>bitsf.cpp</td>
<td>454</td>
</tr>
<tr>
<td>TIFF *tif</td>
<td>tiff-3.8.2</td>
<td>tiff_read.c</td>
<td>245</td>
</tr>
<tr>
<td>TIFFT *tif</td>
<td>tiff-3.9.2</td>
<td>libtiff/tiff_open.c</td>
<td>154</td>
</tr>
<tr>
<td>TIFTT *tif</td>
<td>tiff-4.0.1</td>
<td>libtiff/tiff_open.c</td>
<td>86</td>
</tr>
<tr>
<td>char pathName[4096]</td>
<td>poppler-0.24.2</td>
<td>ulitis/pdseparate.cc</td>
<td>48</td>
</tr>
<tr>
<td>char *destFileName</td>
<td>poppler-0.24.2</td>
<td>ulitis/pdseparate.cc</td>
<td>47</td>
</tr>
<tr>
<td>TIFF *tif</td>
<td>tiff-4.0.1</td>
<td>libtiff/tiff_open.c</td>
<td>86</td>
</tr>
<tr>
<td>char *ptr</td>
<td>ghtpd-1.4</td>
<td>protocol.c</td>
<td>62</td>
</tr>
<tr>
<td>struct passwd *pw</td>
<td>wu-ftpd-2.6.0</td>
<td>ftpd.c</td>
<td>264</td>
</tr>
<tr>
<td>char *src</td>
<td>proftpd-1.3.0</td>
<td>src/support.c</td>
<td>631</td>
</tr>
<tr>
<td>char *cp</td>
<td>proftpd-1.3.0</td>
<td>src/support.c</td>
<td>631</td>
</tr>
<tr>
<td>apr_array_headers_t *log_format</td>
<td>httpd-2.4.7</td>
<td>server/log.c</td>
<td>1209</td>
</tr>
<tr>
<td>char *postData</td>
<td>nullhttpd-0.5.0</td>
<td>src/http.c</td>
<td>92</td>
</tr>
<tr>
<td>int buffer[10]</td>
<td>CWE121*/s01</td>
<td>_fgets_01.c</td>
<td>44</td>
</tr>
<tr>
<td>int *buffer</td>
<td>CWE122*/s01</td>
<td>_fscanf_01.cpp</td>
<td>34</td>
</tr>
<tr>
<td>int buffer[10]</td>
<td>CWE126*/s01</td>
<td>_fgets_01.c</td>
<td>43</td>
</tr>
<tr>
<td>int buffer[10]</td>
<td>CWE124*/s01</td>
<td>_listen_socket_01.c</td>
<td>120</td>
</tr>
<tr>
<td>int buffer[10]</td>
<td>CWE127*/s01</td>
<td>_fclose_01.c</td>
<td>30</td>
</tr>
</tbody>
</table>